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ABSTRACT

These proceedings report the results of a workshop on identification and control of
flexible space structures held in San Diego, CA, July 4-6, 1984. The workshop was
co-sponsored by Lthe Jet Propulsion Laboratory and the NASA Langley Research Center,
and preceded the 1984 American Control Conference held at the same location. The
main objectives of the workshop were to provide a forum to exchange ideas in exploring
the most advanced modeling, estimation, identification and control methodologies to
flexible space structures. The workshop responded to the rapidly growing interest
within NASA in large space systems (space station, platforms, antennas, flight
experniments) currently under design. The workshop consisted of surveys, tutorials,
contnbuted papers, and discussion sessions in the following general areas: missions of
current interest - space platforms, antennas, and fhight experiments; control/structure
mteractions modeling, integrated design and optimization, control and stabilization,
and shape control; uncertamnty management - parameter identification, model error
estimation/compensation, and adaptive control; and experimental evaluation - ground
laboratory demonstrations and flight experiment designs. Papers and lectures on these
topics were presented at a total of fourteen sessions, including three panel discussions.
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NASA SPACE CONTROLS RESEARCH &
TECHNOLOGY PROGRAM

D. E. Mclver and R. W. Key
NASA Headquarters
Washington, D C 20546

NASA TECHNICAL ORGANIZATION

The Office of Aeronautics and Space Technology is one of the four
major technical offices that comprise NASA.

The Office of Space Science and Applications administers programs
that are directed towards using space-based or related techniques
to further understanding of the total universe and to apply that
understanding to practical applications in such areas as
Astrophysics, Solar System exploration, Earth Sciences, Life
Sciences, Communications and Information Systems.

The Office of Space Flight administers the programs for all U.S.
cival launch capability, plus Spacelab development and operations.

The Office of Space Tracking & Data Systems administers the
programs that operate and maintain a world-wide network of
facilities for data acquisition, processing, and ground to
spacecraft communications for all NASA missions.

OAST has primary responsibilaty within NASA for conducting space
research and technology development to support commercial
and military as well as NASA space interests.

OAST ORGANIZATION

OAST has the expertise that has been developed within NASA to do
space research and technology development. The objective of this
R&T effort 1is to provide understanding, new opportunities,
technical options, and extended capabilities which support the
needs and requarements of commercial, military, and NASA
missions. The breadth of OAST's program spans numerous
discaiplines in the fielas of both aeronautics and astronautacs.

One of the principal goals of the space R&T effort is to advance
new technology options to a sufficient level of maturity that
demonstrates critical function/characteristic of a technique
and/or component. Then only some modest level of low risk
engineering development and testing 1s necessary to taylor this
base technology for specific mission applications.
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CONTROL TECHNOLOGY NEEDS

The OAST Space Controls Research and Technology Development
Program 1is providing the advanced control technologies that wall
significantly improve performance, endurance, operational
efficiency, and mission capability for future spacecraft. This
program has evolved from the technology needs that have been
identified by numerous studies done by NASA as well as outside
organizations. These studies found a recurring set of control
technology deficiencies 1n the areas listed in the illustration
below. The needs listed have been recognized as universal 1in
almost every application area. Developing the control
technologies that can overcome these problems will be pivotal 1in
enabling or enhancing most future maissions capabilitaies,
particularly those requiring large space structures.

SPACE CONTROLS RESEARCH
AND TECHNOLOGY

OBJECTIVE: DEVELOP CONTROLS TECHNOLOGY THAT WILL
EXPAND CONTROL CAPABILITY AND IMPROVE
CONTROL PERFORMANCE FOR FUTURE SPACE SYSTEMS

[SOLAR POWER SATELLITES]
C LARGE EARTH ORBITING ANTENNAS >

L SPACE TRANSPORTATION SYSTEMS >

{ SPACE STATION >
79 | 80 | 81 | 82 | 83 | 84 | 85 |

UNCERTAINTY MANAGEMENT

CONTROL AND STABILIZATION OF FLEXIBLE STRUCTURES
ADVANCED MODEL ING TECHNIQUES

ADVANCED HARDWARE AND SOFTWARE

GROUND AND FLIGHT VAL IDATION



AREAS OF CONTROLS R&T EMPHASIS

The Controls Research and Technology Program builds upon the
expertise and experience NASA has gained from past missions as
well as the state-of-the-art advances that are being made outside
of NASA. The major program elements shown below span a broad
spectrum of new and innovative solution approaches to several
critical technological challenges that arise in the design of
control systems for large space structures. These program
elements each represent a category of control techniques which
address the specific technology needs cited previously.

Various techniques of adaptive control and systems identification
provide capability for uncertainty management. Some aspects of
distributed control and systems identification provide new high
ficdelity modeling and estimation techniques that are necessary to
describe and determine a physical system's characteristics.
Additionally, distributed control approaches provide a number of
techniques for controlling systems with distributed architecture
and/or significant distributed mass/stiffness. Control sensors,
actuators, and computer development activities are producing the
unique advanced hardware and software required to implement new
control techniques. Test and verification efforts are seeking to
establish a technology evaluation methodology for determining
both component and system level performance capabilaity.

SPACE CONTROLS
RESEARCH AND TECHNOLOGY

MAJOR PROGRAM ELEMENTS
e ADAPTIVE CONTROL
e SYSTEMS IDENTIFICATION
¢ DISTRIBUTED CONTROL

e CONTROL SENSORS, ACTUATORS, COMPUTERS
e TEST AND VERIFICATION



ADAPTIVE CONTROL TECHNOLOGY

Future spacecraft control systems must be capable of operating
physical plants over an increasingly larger range of dynamical
propertaes. Engineering studies and practical experience from
previous missions has shown that single operating point control
system designs will not provide sufficient spacecraft control
capability to meet the mission objectives of nearly all proposed

large structure missions. Control instability can occur when
these spacecraft experience large variataions in their dynamical
characteristics during operataion. These changes in dynamical

characteristics are a consequence of one or more of the following
events; (1) structural modification of the physical plant; (2)
failure of a system component; or (3) changes in the operating
environment. Adaptive control techniques provide the necessary
capability for accommodating these changes. Some of the specific
operational capabilities that are being developed in the controls
R&T program are listed below.

ADAPTIVE CONTROL

OBJECTIVE:

TO DEVELOP ALGORITHMS AND CONCEPTS
FOR PRECISION AUTONOMOUS GUIDANCE
AND CONTROL OF SYSTEMS WHICH HAVE
TIME VARYING DYNAMICAL
CHARACTERISTICS

e CONFIGURATION AND OPERATIONS ADAPTABLE
e ADAPTIVE COMPENSATION TO FAULTS

e ADAPTIVE GUIDANCE FOR OPTIMAL FLIGHT
MANAGEMENT

e UNMODELED DYNAMICS ADAPTIVE



SYSTEM IDENTIFICATION TECHNOLOGY

The need for developing a system identification functional
capability 1s evident from several considerations. The changes
in a physical system's characteristics, such as those stated 1in
the discussion on adaptive control, must first be 1dentified
before any adaptive control based modifications can be effected.
There are also basic operations like attitude control, thrust
vector control, etc., that would benefit in both performance and
economy by having real-time knowledge of system flight
parameters such as center of mass, center of pressure, and total
system momentum. Highly accurate shape and configuration
metrology 1s required by missions, such as high frequency
antennas, which require precasion surface control. Structural
dynamics identification 1s a critical function for accomplishing
vibration control of systems which have significant structural
flexibility. Also, exacting system characterization in the space
environment 1s required to confirm the accuracy of ground based
simulations and to aid in the development of the analytical tools
used for predicting in-space behavior. Several approaches are
under development in the R&T Program which provide the capability
for i1dentification of the control critical parameters implied by
the above list of considerations. Some of the specific research
and development targets are shown in the figure below.

SYSTEMS IDENTIFICATION

OBJECTIVE:
TO DEVELOP REAL-TIME TECHNIQUES FOR
IDENTIFYING UNKNOWN/UNCERTAIN
CONTROL CRITICAL PARAMETERS
e MASS PROPERTIES TRACKING TECHNIQUES
* SHAPE/CONFIGURATION DETERMINATION
e FLIGHT DYNAMICS IDENTIFICATION



DISTRIBUTED CONTROL TECHNOLOGY

Distributed control 1s a category of control techniques which at
their root, all address the same basic problem of controlling
spatially distributed mass. This mass distribution can have one
or both of two forms; (1) a continuum of mass with elastic
characteristics which impact control performance, (2) a modular
collection of several rigid and/or flexible hinge connected
bodies whose relative positions and rates must be controlled in a
coordinated fashaion. To effectively control and stabilize a
system which fits either of these descriptions, some form of
distributed control is required. The simplest implementation of
distributed control would be a single sensor and actuator control
loop closed around physical plant that behaves elastically (more
than riqgidly), and a controller plant model based upon some
estimate of the plants distributed mass/stiffness characteristics
(modal models can provide this description of the elastic
characteraistaics). Even though this implementation would have
some capability for controlling the flexible dynamics of the
system, 1t would not provide the full performance capability that
can be realized from also distributing several sensors and
actuators throughout the structure. This later implementation of
distributed sensing and actuation along with a distributed
parameter control model 1s the area of most emphasis within the
R&T Program. The search for an effective and efficient modeling
methodology 1s also receiving much attention.

DISTRIBUTED CONTROL

OBJECTIVE:

TO DEVELOP TECHNIQUES FOR MODELING
AND CONCEPTS FOR CONTROLLING
SYSTEMS WHICH HAVE DISTRIBUTED
ARCHITECTURE AND/OR DISTRIBUTED
MASS AND STIFFNESS

e CONTROL-DRIVEN STRUCTURAL MODELING

METHODOLOGY
* MODULAR SYSTEMS CONTROL TECHNIQUES

e FLEXIBLE STRUCTURE CONTROL AND
STABILIZATION TECHNIQUES



ADVANCED CONTROL COMPONENTS/HARDWARE

The advanced control and guidance components/hardware now under
development will be critical to the performance achieved when
control <concepts such as distributed and adaptive control are
implemented. New hardware concepts such as a multi-target
optical position sensor are pivotal for making the measurements
required for shape determination of large precision surfaces.

Every high performance spacecraft control system could benefit
from improved attitude rate information. A rotation sensor
concept based on counter rotating laser pulses in a fiber optics
coi1l 1s being developed to provide this improved measurement
capabilaty. More importantly (especially for 1long planetary
missions), such a device would have no moving parts or inherent
wear out mechanisms thus 1ts operational life 1s expected to
exceed 10 years.

Because launch mass 1s a prame driver of mission <cost, finding
new ways of providing essential functions with less hardware 1s
an amportant problem, An actuator concept using a single spun-
mass for combined momentum and energy storage is being developed.
Also being studied is the feasibilaity of incorporating magnetic
type bearings in such a device, which could greatly extend 1its
operational life.

CONTROL
SENSORS — ACTUATORS — COMPUTER

OBJECTIVE:
TO DEVELOP THE NEW AND UNIQUE
CONTROL SYSTEM HARDWARE NEEDED TO
IMPLEMENT NEW CONTROL CONCEPTS
e 10 Hz BANDWIDTH MULTI-TARGET OPTICAL
POSITION SENSOR

e FIBER OPTICS ROTATION SENSOR WITH 10 YEAR
OPERATING LIFE

o LONG LIFE INTEGRATED MOMENTUM/ENERGY
- STORAGE ACTUATOR



TEST AND VERIFICATION TECHNOLOGY

One of the most difficult aspects of developing these new
technologies 1is establishing effective ground test experiments
which clearly demonstrate flight readiness and worthiness. For
large structures this problem is compounded by the fact that full
scale test models are very expensive to build and house, and
perhaps 1impossible to use for performance testing since their
dynamic behavior on the ground is heavily influenced by Earths
gravity. A conspicuous void currently exists in our Kknowledge
of the correlation between ground based simulations/experiments
and in-space behavior. This problem is the focus of much debate
and 1ts resolution does not appear imminent. There is however,
an effort under way within NASA to expand current efforts and to
establish a large space structure dynamics and control technology
evaluation program that will develop new simulation and test
methodologies for determining both component and system level
performance. While there 1s still much to be learned f£from
analytical saimulations and qround based experiments 1t 1s
anticipated that the final step in the technology verification
will have to come from in-space testing.

TEST AND VERIFICATION

OBJECTIVE:

TO DEVELOP NEW ANALYTICAL AND
EXPERIMENTAL METHODS TO EVALUATE
AND VERIFY CONTROL TECHNIQUE
CAPABILITY AND PERFORMANCE
e CLOSED TREE TOPOLOGY FLEXIBLE BODY
SIMULATION TOOLS

e GROUND BASED DYNAMICS AND CONTROL
EXPERIMENT TECHNIQUES

o IN-SPACE EXPERIMENT METHODS FOR
EVALUATING CONTROL/STRUCTURE DYNAMIC
BEHAVIOR



ADVANCED CONTROL TECHNOLOGY INTEGRATION

Most missions require some combination of the advanced control
technologies that have been described. A careful blend of these
technologies can provide control system performance that is
adaptable, robust, autonomous, fault tolerant, etc.. The diagram
below 1llustrates how these technologies can be functionally
integrated into a traditional control loop to provide such high
performance capabilitaies. The systems identification function
provides the real-time knowledge of plant characteristics which
greatly influence control performance, such as flexibility, mass
properties, external disturbances (shown as process noise in the
diagram), sensor/actuator dynamics, etc.. This information 1is
then available for updating the controller plant model and/or may
also serve as the data base from which the adaptive control
function can make decisions. Depending on the technique used,
the adaptive control function could take action to modify the
physical plant, sensor and actuator operation, and control laws,
or any combination of these in order to achieve the desaired
control performance. Distributed control is integrated with this
diagram 1in any combination of the following three ways; (1) the
controller plant model 1s based upon a distributed mass/stiffness
description of the physical structure; (2) the sensing and/or
actuaction 1s spatially distributed throughout the structure; or
(3) multiple andividual control 1loops, such as the one
1llustrated, could be stacked on top of each other in a modular
fashion coming out of the paper.

SPACE CONTROLS RESEARCH AND TECHNOLOGY
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ADVANCED CONTROL TECHNOLOGY APPLICATIONS

A prime consideration in maturing these technologies is insuring
timely availability for incorporation into the missions that lie
ahead. The final stage of development for the advanced control
techniques discussed herein will only occur after considerable
mission experience has been gained and used to temper the
original objectives set forth in the present program.

SPACE CONTROLS RESEARCH AND TECHNOLOGY

GOAL

TIMELY PROVISION OF NEW CONCEPTS AND
ADVANCED CONTROLS TECKNOLOGY FOR
SPACE TRANSPORTATION, EARTH ORBITING
AND PLANETARY SPACECRAFT APPLICATIONS

RESEARCH AND TECHNOLOGY THRUSTS

DISTRIBUTED CONTROL FOR LARGE SPACE SYSTEMS
ADVANCED ANALYTICAL MODELING

FAULT TOLERANCE/MANAGEMENT

CONTROL SENSORS, ACTUATORS, AND RELATED
INSTRUMENTATION

© SYNERGETIC SPACEFLIGHT SYSTEMS GNLC

* STS CONTROL ENVELOPE EXPANSION METHODOLGY

w w uun;:‘t.v:oum

GOAL

PROVIDE A STRONG CONTROLS
TECHNOLOGY BASE TO SUPPORT
THE DEVELOPMENT OF BOTH THE
INITIAL AND THE EVOLUTIONARY
SPACE STATION

RESEARCH AND TECHNOLOGY THRUSTS

® ADAPTIVE CONTROL FOR DEPLOYMENT AND OPERATIONS

* FLIGHT DYNAMICS SYSTEM IDENTIFICATION

* MULTIPLE PAYLOAD CONTROL AND STABILIZATION

¢ INTEGRATED ENERGY STORAGE AND MOMENTUM MANAGEMENT
¢ SPACE TRAFFIC RENDEZVOUS AND DOCKING CONTROL
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AFWAL CONTROL TECHNOLOGY PROGRAMS

V. O. Hoehne
Air Force Wright Aeronautical Laboratories
Wright Patterson Air Force Base, OH 45433

ABSTRACT

The space-oriented control technology programs underway in the Air Force
Wright Aeronautical Laboratories (AFWAL) predominantly are being done in the
Flight Control and Structures and Dynamics Division of the Flight Dymamics
Laboratory. The nature of these programs extend from Basic Research (6.1)
performed in-house to Exploratory Development (6.2) and Advanced Development
(6.3) prograns done under contract. The objective of this paper is to
overview only those programs that are applicable to flexible large space
structures, Sufficlent information about each program will be provided for the
reader to unders;and the objective of the program, the approach used to perform
the study, and the final payoff expected. The names of the people involved in
the program are provided along with their organizational symbol and telephone
number. Through contacting these people, information to any level of detail
desired can be acquired.

In general, the spacecraft control activity in the Flight Dynamics
Laboratory is interdisciplinary, bringing together activities in structures,
structural dynamics and control. This is very important since the large
flexible structures to be controlled have many physical facters that influence

the final controllability of the vehicle. Factors such as rigidity of both
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structural elements and joints, damping inherent in both the material as well
as discrete dampers located throughout the structure, and the band

width of both sensors and actuators used to sense motion and control it are
examples of those physical factors that are interdisciplinary and influence
control.

The Flight Dynamic Laboratory spacecraft control program is not complete
within itself, rather, it augments work already underway and planned at NASA,
Air Force Space Technology Center, and other organizations by addressing issues
needed by those missions that have a military goal. The work being done relies
heavily on the expertise of the Laboratory gained through activities associated
with developing technology for advanced aircraft. This is possible because the
closer technology is to basic research, the more generic it becomes, having
application to both aircraft and spacecraft with relatively minor changes in
the given conditions.

INTRODUCTION

Traditionally, the AFWAL Flight Dynamics Laboratorvy has been involved in
advancing the tethnology for controlling military aircraft and tactical
missiles since its formation., Considerable experience has been gained in areas
of technology that not only includes control, but also the structural and
dynamic characteristics of the vehicle that impact the control of the vehicle.
Some of this experience is generic and with minimal modifications can be
applied to the development of technology for space vehicles. Hence, when 1t
became obvious that the military use of space would recuire technological
advancements, and some of these were in areas where experience existed,
programs were inititated first in the Structures and Dynamics Division of the

Laboratory and later in the Flight Control Division. Although not perfect as
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yet, our approach to the technology is interdisciplinary in nature. In it we
bring together the structures technology that deals with the strength and
elasticity of the structure with the structural dynamics technology that
defines the dynamic response of the structure to both operational and
environmental loads and also with the controls technology that defines both
the algorithms and the sycstem for controlling this dynamic structure. We feel
this interdisciplinary approach is essential to successfully controlling space
structures because strength, flexibility, and control are inseparable in these
structures. Recognizing also that as the structure becomes larger, it becomes
more flexible since rigidity is related to weight and weight must be kept
within practical bounds. These considerations place greater demands on the
control system since many of the missions planned for spacecraft require very
precise aiming, shaping, and vibrational or jitter limiting. Additional
considerations that require the interdisciplinary approach for military
operations include the need for autonomous operation and high reliability.
Many spacecraft to date have been designed and built as one-of-a-kind
research or operational vehicles. If space is to be used as an effective
support for the military, the devices that are used will need to be produced
in more~than-one quantities with standards established to increase reliability
and limit cost. This requires that design techniques be shared and standards
be developed. Using the experience base on which to build and the somewhat
uniqueness of the military need as the driver, the AFWAL Flight Dynamics
Laboratory has programs both underway and planned that are directed toward
providing a technology base to meet future military needs. Care is being taken
to not duplicate work done by NASA or other governmental agencies in DoD. Our
work is what we call "full spectrum" - it includes Basic Research in-house
efforts as well Exploratory Development and Advanced Development contracted

efforts.
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The purpose of this paper 1s to overview the work underway in the AFWAL
community that is applicable to the control of flexible spacecraft. The
information here does not cover work being done in other laboratories of the
Air Force. Neither does it cover work being dome in AFWAL that is applicable
to spacecraft such as the Advanced Military Spaceflight Capability (AMSC) and
Transatmospheric Vehicle (TAV). Work applicable to such vehicles is felt to
fall outside the scope of this workshop.

In the following descriptions of programs, an attempt is made to provide
sufficient information for the reader to gain an understanding of what is being
done, how it is being approached, and what the payoff is if successful. In
addition, and most important, the people working the area and responsible for
contracts in AFWAL are listed with their telephone numbers to simplify
contacting them. Discussions are important to usj differences of opinion and
reinforcement of opinion need to be brought forth, This is the business of
this workshop.

The following descriptions start with programs that are in-house Basic
Research in both.the Flight Control and Structures and Dynamics Divisions.
Following this are contracted Exploratory Development programs in both these
Divisions with the last program description being of an Advanced Development
program in only the Structures and Dynamics Division.

IN-HOUSE SPACE-ORIENTED CONTROL ACTIVITIES

All of the in-house control activities to be reviewed are oriented toward
application in space. They are fundamental Basic Research studies and, as
such, are actually generic in nature and can apply to many control problems.
Orienting them toward space only means that the test problems used and the

application jargon applied are spacecraft oriented with weights, frequencies,
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band widths, etc. being those common to flexible space structures and their
control systems rather than to aircraft. All of the work overviewed is
supported by the Air Force Office of Scientific Research.

Reduced Order Control Theory

In general, the high frequency dynamics of large, flexible space
structures are not well know with the order of the dynamics too large to
design an effective control system. Methods are needed to control the low
frequency modes without exciting the high frequency dynamics inherent in the
structure. This 1s the objective of this study; it has been underway since
1982.

For study purposes, a reduced order model is used as a "design model"
while a full order model is used as an "evaluation model", The approach used
is a frequency-shaped linear quadratic Gaussian (LQG) methodology that makes it
possible to apply less control energy to the high frequency modes and more to
the low frequency modes to better regulate or control all modes. This is dome
by choosing the quadratic state and control weighting in the LQG methodology as
functions of frequency. 1If the standard LQG methodology is used, it can apply
equally to the whole dynamic spectrum possibly causing the control gains to
spill over into the high frequency modes causing instabilities., Weighting
prevents this.

The study approach that has been used is to examine the step-by-step
application of this frequency-shaped LQG methodology to better understand the
reduced-order control design theory. As work progresses, the payoffs and
costs of the methodology are documented so that guidelines can be developed
for choosing the frequency dependent quadratic state and control weightings.

To aid in understanding the meanings of these weightings, they are being

17



interpreted in terms of classical control concepts. For example: it has been
shown that shaping the state weighting is the same as using a dynamic
compensator in the feedback loop; also shaping the control weighting is the
same as using a roll-off filter in the feed forward loop. The major cost of
using this method is the additional states required in the design model. For
simple systems, this is no problem because the additional hardware needed for
implementation is simple and increase in computational burden are minimal.

For realistic space structures, however, the addition of states could require
that some design states must be discarded for a realistic control design thus
leading to loss in model information.

The researchers working this area are Drs. Siva Banda and Hsi-Han Yeh and
Capt. Brett Ridgely of AFWAL/FIGC. Their telephone numbers are Area Code 513,
476-9077, 9083, and 9078 respectively. Their past and future publications are
noted in References 1, 2, and 3.

Robustness of Multivariable Control Svstems

In large space structures, there are a number of uncertainties that can
impact the control system because they can't be anticipated and modelled
during the control system design process. These uncertainties can be either
in the spacecraft or plant that is being modelled or the environmment in which
the plant operates. Examples of these include plant parameter variations due
to manufacturing, assembling and deploying in space; spacecraft dynamics
either not modelled at all or not modelled well; on-board disturbances frem
power sources; structural deformations from unmodelled solar radiation
gradients; space dust impact; sensor errors, etc. Robustness of the control
system refers to the property of the closed-loop control system that allows it

to tolerate these uncertainties without losing stability of the plant nor

18



allowing a degradation in plant performance. The objective of our program is
to develop the technological fundamentals that will support the design of a
robust multivariable control system. This includes the development of the
tools to anmalyze and synthesis the control system and the techniques for
applying these tools to the design process. The primary military need for
robustness of the control system is the ability to operate autonomously, i.e.,
without continual monitoring by and adjusting through a network of satellite
ground stations,

The robustness concept is not new. Classical controls engineers have
been concerned with it since the beginning of control theory. Rather than
calling it robustness, they called it feedback and used it to reduce the
sensitivity of the system to both plant and operational variations. There is
both stability robustness and performance robustness of a system - the AFWAL
work has concentrated on stability robustness. This work uses singular values
to analyze and test the robustness of the system. Several singular value
robustness tests can be used; they are not equivalent and they do not imply
that the resulting system is a practical system. These robustness tests are
very conservative, which is related to the structure of the uncertainty. To
reduce the conservatism of the test, norm-bounded test procedures are now being
used to account for the structure of the uncertainty. This work 1s continuing;
upon completion it will be applied to a practical structural space system.

The researchers working this area in AFWAL are the same ones noted above
in the Reduced Order Control Theory section. Past publications in this area
are listed as References 5-7.

Vibration Control of Flexible Space Structures

The objective of this Basic Research program is to design the structure
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and its control system of a large space satellite to either eliminate
structural vibration or reduce it to a desired level within a reasonable time
span. Both active and passive means for vibrational control are being
considered. The computation issues being addressed include the accurate
dynamics modeling of the structure, modeling disturbances, the optimization of
the structure for vibration resistance, and the development of control
algorithms for large order systems. A matter of prime importance is the
integration of a large order structural optimization with the algorithms for a
closed-loop control system so that both can be used to effectively control the
large order system. Arrangements are now being made to use the CRAY computer
to support this work.,

The payoff of this work will be the analysis techniques for synthesizing
the algorithms for large order systems. An example of a system that will
benefit from this work is space-~based lasers where significant vibration or
jitter reductions are required as well as precise pointing, slewing, and
focusing.

The optimization of such a system using both active and passive means not only
improves system effectiveness but also reduces the control input required,

The ability to solve linear optimal regulator problems of 100 state variables
with between 50 to 100 actuators now exists in this program. This structural
dynamics capability generates the state and control weighting matrices to solve
either infinite time control problems, finite time control problems or control
saturation problems.

The researchers working this area are Dr., V. B. Venkayya and Ms. V. A.
Tischler, AFWAL/FIBR. Their telephone number is (513) 255-6992. Their

publications are noted as References 8-10.
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CONTRACTED SPACE-ORIENTED CONTROL ACTIVITIES

The work overviewed in this section both Exploratory Development (6.2) and
Advanced Development (6.3) programs which are now or soon will be under
contract., Even though many of the technical details of the work discussed is
generic in nature and can apply to a variety of systems, the emphasis here will
be on the application to large space structures. One program overviewed -
VCOSS I - has been completed; but since it forms the foundation for a follow-on
program - VCOSS II - it is included for completeness. The financial support
for the Exploratory Development programs is AFWAL; financial support for the

Advanced Development is AFSC/DL.

Large Space Structures Pointing and Shape Control

The Department of Defense has sponsored considerable work directed at
developing the analytical tools and techniques for understanding the dynamics
and control of large flexible space structures. These efforts have resulted in
a number of uncoordinated reports from a number of studies that include the
DARPA-funded ACOSS and AFWAL-funded VCOSS programs. Coupling this to the
extensive NASA technology activities in this same technology area indicates
that a rather large body of technical results exist that deals with the control
of flexible space structures., This program is directed toward bringing
together this state of knowledge in an orderly controls study to establish
procedures and tools for the preliminary design of control systems for flexible
space structures that have stringent slewing, pointing, shaping, and
vibrational control specifications.

The thrust of the program is to develop control algorithms for a large
space antenna of a type that could be used for surveillance or reconnaissance.

The structural design of the antenna was left to the contractor with the
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requirements that it be realistic and that it meet the operational and accuracy
requirements established by AFWAL. These requirements are rather arbitrary,
being established primarily to test the control design so that (a) useable
results for a range of spacecraft configurations would result and (b) the
maturity and completeness of the state of the art of technology developments in
areas of dynamics and control could be determined. In the program, the
contractor is required to mathematically model the structure and structural
dynamics of the antenna resulting from both the vehicle motions and the
environmental disturbances, model these motions and disturbances, and develop
algorithms for simultaneously slewing, pointing, shaping and vibrationally
damping the structure. Using the noted foundation information, trade-off
studies will be made to evaluate actuators and sensors to accomplish the
control actions. These studies may lead to the establishment of performance
specifications for control system hardware that are needed to control large
flexible structures in space that exceed existing hardware capabilities. Other
tradeoff studies to be done will examine the influence of disturbance extremes
and the passive damping on control design using data from the PACOSS program.
Application of robustness concepts will be included as well as an attempt to
define an optimal control scheme for the antenna structure being studied.

The resulting program is 31 months long; it started in September 1983.
General Dynamics, Convair Division is the prime contractor with H. R. Textron
subcontracting to them. Figure 1 summarizes General Dynamies' viewpoint of the
objective of the program. Although not accurate, the antenna shape shown is
the type of antenna that has been modelled by them for study. The development
of that model will be presented by John Sesak, Program Manager in the Control

(11)

of Large Antennas session of the Workshop. Figure 2 diagrammatically
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describes the program. There are four tasks: model definition, control
algorithms, tradeoff studies and documentation. The first task is being
completed now: it prepares the structural definition of the antenna, its
dynamic characteristics, and the mathematical models of the disturbances that
result from the mission and environment. The second task will define the
control system componentry and element placement and develop the candidate
operational algorithms to meet the needs of the mission. The third task
examines the influence of structural and control system variables on
performance, seeking an optimal mix of passive and active control. The final
task documents the results of the study. Figure 3 diagrammatically shows the
interaction of the four elements of control being studied. This figure
emphasized the significant interaction between pointing and vibrational control
1n a large flexible antenna structure such as this, For example, when the
structure line of sight is changed, stopping this slewing motion - or using
pointing control -~ causes the structure to vibrate due to the change in
momentum of its members.

The AFWAL Project Engineer of this program is Capt Brett Ridgely, (513)
476-9078.

The Application of Robust Control Technology

to Large Space Antennas

This program is a new Exploratory Development program soon to be under
contract to the Honeywell Systems Research Center. The objective of the
program is to apply robust control technology to the large RF antenna being
studied under the Large Space Structures Pointing and Shape Control program
described above. The contractor will use the structural dynamics

characteristics of the antenna model, the disturbance characteristics, and the



control requirements for slewing, pointing, shaping, and vibratiocnally
controlling the model that General Dynamics has developed under Task 1 of that
program (See Figure 2). This robust control program will provide practical
analysis and design techniques for applying robust control techniques to a
large space antenna. It will address critical issues of model reduction for
robust control design for achieving performance and stability robustness, and
for making control law simplification for design implementation.

The start of the program is keyed to the completion of Task 1 of the
previously described program. The program period 1is 14 months in length so
that the study results can fold back into the large space structures program
before Task 3 of that program is complete.

The Project Engineer for this program is Dr. S. S. Banda, AFWAL/FIGC,
(513) 476-9077.

Vibrational Control of Space Structures (VCOSS)

The VCOSS program consists of two efforts: VCOSS I having the above title
and VCOSS II titled "Large Space Structure Vibrational Control". Although
VCOSS I was completed in mid-1983, its results form the foundation for VCOSS II
requiring that it be overviewed along with VCOSS II.

VCOSS I used the Draper Model 2 as a study configuration. Two contractors
performed parallel studies: Lockheed Missiles and Space Company, Inc. and the
Space and Technology Group of TRW. The objective of these studies was to apply
modern control techniques and state-of-the-art sensor and actuator hardware
concepts to actively control the vibration of the Draper Model 2 and compare
the line-of-sight error and cost to a passive, stiffness oriented design.
Inherent in this objective is the assessment of the characteristics of sensors

and actuators, the placing them on the structure to gain their greatest
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benefit, and the evaluation of the resulting mass loading on the structure.

As expected, the study results from each each contractor differed somewhat
in specifics because they used different sensor/actuator suites, but they
agreed in general. Both showed significant reductions in line-of-sight error
through a closed-loop active control system. Both also showed that the power
required and weight added by the active control system were a cost factor to be
considered during preliminary design. As an example of the results, the
control system hardware chosen by TRW for their control system design is
summarized in Figure 4 and the locations of only the control devices are shown
in Figure 5.

Poth contractors differed in the number and type of sensors and actuators

used and their location on the study structure. VCOSS A by LMSC used HAC/LAC
(12)

(13)

damping control hardware . Both selected hardware as well as sensor and

hardware implementation and VCOSS B by TRW used momentum exchange and truss
processor hardware that was compatible with their control implementation.
Actually these differences added value to this Exploratory Development program
in that they illustrated that different implementation techniques and analysis
philoscphies can be used to control a flexible structure. The overriding
conclusion common to both was that much larger reductions in LOS error canm be
achieved through rather simple active control systems than can be achieved by
structural stiffening. The AFWAL Project Engineer on the VCOSS I study was Mr.
Jerome Pearson, AFWAL/FIBG, (513) 255-5236.

To test the conclusions achieved during VCOSS I, a program was planned
that would compare the predicted to the measured influence of active control on
a realistic space structure. This program is now under contract to the TRW

Spacecraft Engineering Division and is called Large Space Structure Vibration
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Control - VCOSS II. The test model to be used is the Astromast suspended
arrangement located at the NASA Marshall Space Flight Center. It includes the
mast and an offset feed parabolic antenna (Figure 6). The Astromast has the
same design as the masts flown on Voyager and Mariner Satellites. Although
Figure 6 shows the mast suspended by a cable from a tripod with the Advanced
Gimbal System (AGS) below the mast, the most current test configuration inverts
this arrangement suspending the mast from the AGS rather than from the cable -~
a change that simplifies the dynamics of the mast. The objectives of VCOSS II
are twofold: 1) to develop and optimize the sensor and actuator combinations
for application to a test structure, and 2) to assess the adequacy of the
analytical models for control system design by comparing experimental results
to analytical predictions.

The 1ssues to be addressed during this program are those that are comron
to the design of either a spacecraft or a test arrangement. These include the
technique to be used for the test, sensor sensitivity and saturation, actuator,
nonlinearities such as friction, etc. (Figure 7). The payoff of this type of
test program is that is should verify the analysis and modelling techniques
used, showing ways to improve our ability to model the structure and develop
control algorithms., In the long run, this should yield greater control
accuracy for flexible large space structures contributing to the design of
lower-weight structures. The AFWAL Project Engineer for the VCOSS II program
1s Maj Hugh Briggs, (513) 255-2543.

Passive and Active Control of Space Structures (PACOSS)

PACOSS is the only Advanced Development (6.3) program to be overviewed.
The objective of the program is to generically demonstrate dvnamic dimensional

control - or damping - in a large flexible space structure. The contractor for
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the program is Martin-Marietta Denver Aerospace. The approach to the program
is to design for subwavelength structural precision two 60-foot long flexible
trusses having different levels of damping. These are fabricated in three
20-foot long cections having aluminum primary beam elements. The selective use
of plexiglas tube diagonal members and discrete dampers in the five lowest
truss bays provide the different levels of damping. The various damping levels
that can be tested include low damped and high damped configuration both with
and without discrete dampers. This allows four different levels of damping for

(14)

the tests without control. The intent is to design a control system
configured to the structures with different levels of damping and evaluate the
performance versus weight and power required for control to yield a measure of
merit with and without the various levels of damping. First, however, before a
control system is designed, the two trusses with the different levels of
damping will be thoroughly tested to determine whether the calculated results
of damping are achieved.

It is expected that a 90-percent reduction in jitter and a 50-percent
reduction in settling time can be achieved through damping. For an optical
satellite, this would provide a faster retarget time and a shortened time on
target with decreased system complexity (Figure 8).

In summarv, the PACOSS program is studying a low frequency, large flexible
precision space structure with closely spaced structural dynamic modes. The
program will develop the maximum feasible damping without control for this
structure. Testing will be performed on the uncontrolled configuration to
determine the structural response with various levels of darping to a vibratory
disturbance. The tested configuration will then be used as the basis for

designing an optimal mix of passive and active control (Figure 9). During the
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period of February 27-29, 1984, the AFWAL sponsored the Vibration Damping
Workshop at Long Beach, CA. During this Workshop, the state-of-the-art of
structural damping were discussed as well as the status of Air Force funded
contracts on the Damping Design Guide, PACOSS and Reliability of Satellite
Equipment in a Vibroaconstic Environment (RELSAT) were reviewed.

The AFWAL Project Engineer for the PACOSS program is Dr. Lynn Rogers,
AFWAL/FIBA, (513) 255-5664.

SUMMARY

The foregoing is an overview of the AFWAL activities that are relevant to
the workshop topic of identification and control of flexible space structures.
The method of carrying out this work is interdisciplinary with the Flight
Control and Structures and Dynamics Divisions working closely together on the
various technology efforts, The work is supported or funded by all three of
the areas worked by AFWAL: Basic Research, Exploratory Development and
Advanced Development. Hence, the work covers the spectrum from the very
fundamental analytic research level to the fabrication and testing of large
structures. Ro attempt ha; been made to present details of the work being
done; rather, only sufficient information is provided to tell the reader the
who, what and why of each program. In all cases, the people performing and/or
managing the work are cited along with their AFWAL symbol and telephone number.
Contacting them will provide details to whatever depth the reader desires,

Not all the space-oriented dynamics and control work in AFWAL has been
overviewed, Work 1s either in planning or underway on technologies applicable
to the control of vehicles categorized under the Advanced Military Spaceflight
Capability (AMSC) activity and the Transatmospheric Vehicle (TAV). This work

differs from that overviewed because the structures are more rigid and some of
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the vehicles are planned to be manned. Air data sensor work has been supported
in the past and 1s planned for future support to measure real gas densities in
the region near the outer reaches of the atmosphere for use in control system
gain computations for maneuvering of an AMSC/TAV. Linear actuator development
for application to either large space structures or AMSC-type spacecraft is
also underway. If information is desired on any of the work not overviewed,

contact the author at AFWAL/FIGC, (513) 476-1075.
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Abstract

The paper discusses a multivariable controller
design for a control configured space station con-
cept. The space station concept i3 novel in that
mechanical filters (soft couplers) are used to
reduce structural interaction between adjacent
modules. The primary objective of this study is to
provide atability augmentation to the soft coupled
configuration. The control objective is achieved by
a state feedback compensator design. To obtain the
desired feedback gains, a modified LQR technique
13 developed which provides prescribed close-loop
frequencies and damping ratios.

Introduction

One prevailing concept of Space Station {s that
of a collection of individual modules linked by
docking tunnels., An abundance of available solar
power makes large solar arrays attractive as a
power source. As the capability grows there will
be a need for satellite servicing facilities, pro-
pellant storage tanks, orbital transfer vehicle
hangars, construction sites, payloads dedicated to
materials processing and other structural entities
requiring attachment to the Space Station.

It is difficult to predict the size, shape, or
form that will evolve throughout this growth proc-
ess. Predicting changes in the structural dynamics
of the complete configuration, after the rigid
attachment of a new module, will be extremely dif-
ficult, Furthermore, due to the absence of high
strength requirements, the resulting flexible body
dynamics will include many bending modes within the
frequency spectrum required for rigid body control.

The concept of a control configured spce station
was developed to deal with this interaction. The
concept uses mechanical filters for decoupling
those degrees of freedom requiring control from
structural bending dynamics, thereby simplifying
the dynamics model required for control system
design. A deailed development of this concept is
presented in Reference 1.

This paper presents a possible control system
design for providing stability augmentation and
shape control to the Space Station.

Space Station Model

The aerospace community has been studying the
construction of a permanently manned Space Station
for some time. Studies at the Johnson Space Center
have considered several Space Station candidates.

The configuration considered here i3 modular. Under
this concept, an initial Shuttle launch would de-
liver a "power module", consisting of large solar
arrays deployed at the ends of two long booms.
These booms are attached to a core module that
contains batteries, power conditioning equipment, a
reaction control system and thermal control system.
Subsequent launches would add "habitat modules"
which serve as multi-purpose crew quarters, labora-
tories and command post. Later flights would then
bring propellant storage tanks, OTV hangers and
other similar facilitles.

The five body configuration shown in Figure 1
was chosen as a baseline for this study. This is
the same model used in Reference 1.

As shown in Figure 1, the habitat modules and
solar arrays are connected to the central power
module by "soft couplers". The soft coupled con-
nection points act as filters which prevent sig-
nificant coupling of bending modes between adjacent
modules. The soft coupling concept is illustrated
by a simple example in Appendix A.

Each soft coupled joint has six springs which
allow relative translational and rotational motion
between adjacent modules. With four soft joints,
each having six "spring constants®, there are ex-
actly as many coupler design parameters as there
are coupled cluster bending modes; i.e. 24 for our
case. (The word "cluster®™ is used here to signify
a collecotion of individual modules linked by soft
couplers.) For the present study, the flex proper-
ties of the individual modules and solar panels
have been neglected. Using a symmetrical Space
Station model and imposing symmetry constraints on
the coupler devices, however, reduces the number of
independent spring constants to 12, A detailad
description of the approach used to obtain the
coupler spring constants is given in Ref. 2. The
approach taken obtained a set of coupler spring
constants compatible with specified properties of
the coupled cluster mode frequencies. The choice of
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a frequency interval in which to place the coupled
cluster mode frequencies is based on the following
considerations

1. An adequate (about two octaves) gap in the
frequency spectrum between the highest cluster mode
frequency and the lowest free-free mode frequency
of any module. For example, a first free-free mode
frequency of 2.0 Hz would define 0.5 Hz as the
upper bound for cluster modes.

2. A lower bound set by maximum deflections
allowed due to attitude change maneuvers, reboost
accelerations, and docking impulses.

3. A "reasonable" frequency interval between
the c¢luster modes. For example, if the upper bound
i3 0.5 Hz and we can tolerate a first cluster mode
of 0.05 Hz (based on 1tem 2), then the interval
0.05 < w £ 0.5 Hz would define the frequency clus-
ter interval.

Based on the above considerations, Ref. 1 pro-
poses a cluster mode frequency spectrum in the
interval .02 < w £ .3 Hz. It 1s felt that this
interval should provide adequate separation between
the cluster mode frequencies and the lowest free-
free modes of the Space Station core modules. It
has also been assumed that the solar array support
structure is fairly rigid and that the lowest
free-free bending mode is well above the cluster
mode frequencies.

.

It is likely some solar array low frequency
blanket modes may fall within the cluster mode
interval. This situation is of some concern. While
it is unlikely that these modes would contain suf-
ficient energy to induce motion at the core mod-
ules, they may be subject to excitation by the
control system during maneuvers or stability aug-
mentation., Possible remedies include stiffening
the solar arrays through structural bracing or
possibly a reduction {in the cluster mode frequen-
cles.

Space Station Control Model

A3 outlined in the previous section, the base-
line Space Station model consists of five rigid
bodies connected by soft coupler springs. Refer-
ring to Figure 1, bodies 1 and 3 are combination
crew habitat/command/laboratory modules which are
both softly connected to body 5. Bodies 2 and 4
represent solar arrays which are softly connected
to the booms. We have assumed that the soft
connectors between body 5 and bodies 1 and 3 are
f{dentical. Likewise, the connectors between body 5
and bodies 2 and 4 are identical.

The mass properties and geometric properties of
the Space Station model are given in Table 1.

The rigid and osclllatory motion of the Space
Station is characterized by 30 separate modes. The
mode frequencies which resulted from the coupler
spring design process described above are summa-
rized in Table 2.

As previocusly mentioned, it is assumed that the
structural bending dynamics of the individual mod-
ules and solar panels are beyond the soft-coupler
passband. This remains to te verified, particu-
larly as far as the solar panels are concerned.

The equations of motion are written for each
body with respect to a coordinate system located at
the center of gravity of the entire configuration.
The coordinate system is shown in Figure 1. 1In
this study we are primarily interested in the rela-
tive motion between the modules. From Table 2 1t
is clear that the cluster frequencies are small
compared to an orbiter period, hence we have as-
sumed the coordinate system to be fixed in inter-
tial space and have ignored terms due to orbital
motion. The resulting equations of moction fcr each
body are glven in Appendix B.

Space Station Control System

Routine Space Station operation will require
multi-functional controllers capable of such tasks
as attitude control, stabilization, shape control
and station keeping. Though each of these control
tasks suggests an autonomic control system struc-
ture, such designs are operationally burdensome and
assume sensor and hardware prodigality. Further-
more, control designers attempting integrated con-
troller designs are often faced with contradicting
design requirements dictated by multi-control task
specifications or by hardware considerations.

The primary control functions required for the
Space Station configuration described herein are
attitude control for the entire soft-coupled clus-
ter and stabilization of all cluster modes. How-
ever, restrictions in the number and placement of
control effectors on the structure, and, in par-
ticular, the inability to locate effectors on the
solar panels, preclude the ability to simultaneous-
ly maneuver the structure and provide damping
forces to the cluster modes!, From an operational
viewpoint then, possible slew strategies include a
concatenation of small maneuvers of moderate slew
rate interrupted by intervals of stability aug-
mentation or maneuvers with small slew rates that
reserve stability augmentation until the maneuver
1s complete. Figure 2 illustrates a possible con-
troller structure. The design strategy considered
here separates the stability augmentation task from
that of attitude control; moreover, the controller
design presented here is confined to only the sta-
bility augmentation system.

Effector/Sensor Considerations

The achlevable performance of the stability
augmentation system is greatly influenced by the
type, number and location of the control effectors
and sensors. Tnese considerations are often
quantified in terms of the system observatility and
controllability characteristics. If the motion of
all the model states can be detected by the sensors
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and the energy in each state can be altered by the
control effectors then the system is said to be
completely observable and completely controllable.
Though these concepts are fundamental to the con-
troller design, they are not always a design degree
of freedom. The configuration of the physical
system often defines the allowable locations of
sensor/effector hardware and thus determines the
controllabllity and observability characteristics
of the system.

For the Space Station configuration considered
here, {t {s doubtful that the solar panels (due to
their fragile composition) could sustain direct
application of control forces. Hence, the panels
must be controlled by effectors on the core mod-
ules, It is assumed that all control effectors are
confined to bodies 1, 3 and 5. Moreover, it is
assumed that only torque effectors (CMG's along all
3 axes) are available and their placement is such
that the resultant control forces are torques about
the c.g.'s of bodies 1, 3 and 5.2

Though it is unlikely that control effectors
would be located on the solar panels {t is not
unreasonable to assume that sensor packages (accel-
erometers and rate gyros) could be attached to the
support structure.3 Here we assume that the rates
and displacements at the c.g. of each body (module)
may be measured or derived. The location of all
gensors and effectors are shown in Figure 3, Using
this sensor/effector configuration, the cluster
dynamics for the entire configuration is completely
observable, however, only 16 of the 24 cluster
modes are controllable. Table 3 details the
controllability properties that result from this
effector configuration.

It should be noted that the proposed sensor/
effector configuration is preliminary and makes no
claim of optimality or frugality. Practical con-
siderations such as sensor/effector dynamics, com-
ponent fallure, etc. were not included in this
study and may suggest a different configuration.

1The incorporation of electromechanical actuators
in the soft coupler devices would eliminate this
malady. However, the availability of such devices
is not assumed here.

2This could be achieved by either a single CMG at
the c.g. or by an appropriately distributed set
about the c.g.

3It is assumed that very little bending occurs in
the solar panels support structure and that the

sensor information contains only the rigid body

dynamics of the panels.

STABILITY AUGMENTATION SYSTEM DESIGCN

Requirements and Objectives

The use of mechanical filters as a coupling
mechanism between the Space Station and components
significantly reduces the controller design re-
Quirements by allowing precise modeling definition
of the structure in the frequency region where
control authority is required and by preventing
significant structural interaction between the
components. Hence highly complex controllers in-
corporating spillover suppression schemes (3-5) and
other such devices for coping with modeling error,
control limitation and excitation transmission are
unnecessary.

As discussed in the earlier sections, the
soft-coupled design concept allows substantial
freedom in designing the frequency spectrum of the
structure. Intelligent exploitation of this free-
dom permits a frequency spectrum consisting of a
finite set of well defined low frequency modes well
separated from an infinite set of lessor defined
higher frequency modes. The low frequency set
results from the spring-mass dynamics (cluster
modes) and defines the frequency region of required
control influence. The higher frequency set re-
sults from the structural bending dynamics of the
cluster modules, Since the cluster mode shapes are
determinate, and assumed to be acceptable, then the
crux of the stabilization problem is to add active
damping to the cluster modes. Furthermore, damping
of the relative motion between the cluster modules
requires that the control frequencies lie within
the frequency spectrum of the soft-couplers. This
requirement can be achieved by damping the cluster
modes while leaving their frequency unchanged. The
mechanical filters shape the roll-off characteris-
tics of the controller and prevent transmission of
any high frequency controller residuals to the
modules (see Figure 4).

In summary, the primary commtroller requirement
of this study is to provide stability augmentation
to the Space Station structure, The controller
design objective is to add damping to the cluster
modes without altering their frequency spectrum.

Techniques

The settings for most control designs are dic-
tated by the system model, environment, control
objectives and hardware limitations. Because these
settings vary greatly, the straightforward applica-
tion of many of the available multivariable control
design techniques often result in unsatisfactory
controllers.

Modal Dashpot (6-7) or Pole Placement (8-11)
methods often result in prohibitively high gain
controllers or in controllers that exhibit unsatis-
factory transient responses. Such undesirable
controller by-products are explicitly addressed in
Linear Quadratic Synthesls techniques (12-13) were
the desired responses and control characteristics
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are reflected in tne weighting matrices of a cost
functional. Unfortunately, determination of the
proper welghting matrices to satisfy the control
objectives here is difficult. Ref. (14) describes
a procedure for computing the required state
welghting matrix corresponding to a prescribed set
of closed loop eigenvalues, given the control
welghting matrix. The procedure as posed though,
does not allow arbitrary eigenvalue assignment for
all controllable modes. Ref. (15) generalizes the
technique of (14) and allows complete eigenstruc-
ture assignment. The procedure employed here
reformulates the procedure in modal corrdinates.h
The modified LQR procedure computes tne proper
weighting on each mode to yield the desired closed
loop modal frequencies and damping ratios given the
control penalty for each actuator. Clearly the
ability to prescribe closed loop frequencies and
damping ratios 1s beneficial to satisfy the control
objectives discussed earlier.

Control Model and Controller Formulation

Linear Quadratic techniques generally result in
high bandwidth controllers. In fact, the frequency
response of LQ controllers not incorporating fre-
quency shaping techniques {s determined by the
actuator response characteristics. However, here
the mechanical filters confine the controller
bandwidth to the frequency region of the cluster
modes and insure isolation of the higher frequency
modes from any controller residuals.

We consider then the linear, time-invariant
control model,

xc - AcXc + Bc U
Yo = Xo

where Xs and U are vectors and Ap and By are matri-
ces defining the cluster dynamics (see Appendix B).

Using the transformation,
xc'TZc

where T is the modal matrix of the system in the
state vector form, the transformed model becocmes,

Zo = Mg Zo + Be U
Yo =T 2Ze
where

0 1 0 1
—-/Lc = diag {[-wf -thwx] v T -w: -chwn]} R E; = T'ch

and ZE = [nllﬁllnll hz. vnnvﬁn] T

YThis coordinate system is not to be confused with
diagonal form which is often called "modal coordi-
nates™. The modal coordinate system is defined in
a later section.

Here we note that the open loop modal frequency
and damping ratio terms for each mode (wj, gj) are
explicit {n the transformed equations and that the
modal state vector consists of modal displacement,
1, and modal velocity, n.

We seek a control law,

= = -1
u Ezc G170 x,

to provide damping to the cluster modes without
altering the cluster mode frequencies. Alter-
nately, we desire a set of feedback gains, G, that
yield a prescribed set of closed loop modal fre-

quencies, wq, and damping ratios, {q.

It is well known that LQR techniques result in a
constant gain control law,

U = GX

which minimizes the cost functional,

J-n,f: (rJav +uTRY) et

where,
X = AX + Bu
Y = CX

and the weighting matrices Q & R reflect the de-
sired closed loop response characteristics. As
noted earlier, though, the quantitative relation-
ship between the closed loop eigenvalues and the
elements of Q and R is not clear.

Appendix C develops simple relationships between
the modal state weighting elements and the desired
closed loop modal properties.

In particular, consider the cost functional,

J-l,r' @l qz_ +u RU) at
Q
where,

ZI - [n,nl,.....n"nn] . R = diag [r. .,rn] .

E}eR = the control penalty on the ith effector and
Q = diag [a41, Qvi» «--» Qdns Avnls (Qgj.qvi) =
welghting on the modal displacement and modal ve-
locity for the ith mode. The desired closed loop
modal damping, 841, and desired closed lcop modal
frequency, w4y, for the ith pode is obtained by
penalizing the modal displacement and modal veloc-
ity states of the ith gode by,

PR
aq, = “df "
BT
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and
- 2 - 2 z 2
9vq 2 (“’1 wdi) + 4 (cd1 ugy" ;? “’f)

hyy

vwhere hiy ¢ B R-1BT as described in Appendix C.

Since it is desired that wqy = wy for each mode
and if we assume that the soft couplers provide no
appreciable damping to the structure, T{ = 0., the
welghting terms reduce to,

qdi =0
and

2
=z 2
Qy = 4 Sdy wy¥/hy

The above weighting will obtain the desired
frequency and damping ratio for the ith pode. The
gain matrix and new system matrix are computed as
shown in Appendix C. The procedure {3 repeated for
each mode and the feedback gain matrices are summed
to yleld the final result. This procedure obtain-
ing the total feedback gain is detailed in (14).

The resulting controller, in physical
coordiantes,

u = GXq

yields the desired closed loop characteristics.

Controller Sensitivity

In recent years the design of controllers toler-
ant to uncertainties in the system model has been
the subject of intense research [16-20]. Model
uncertalnty can generally be subdivided into two
classes, structured and unstructured [19]. The
uncertainties considered here are highly structured
and easily parameterized. Specifically, it is
clear that deviations in the soft-coupler proper-
ties will occur (aging, heating/cooling, etc) and
cause variations in the open loocp modal frequen-
cles. Though it 1s unlikely that these variations
will be large, small deviations in the open loop
frequencies may result in large changes in the
closed loop system frequencles. Clearly, the
incurrence of the control frequencies beyond the
passband of the soft-couplers {3 of concern.

It {s well known that LQ controlleres using full
state feedback exhibit good robustness properties
pt
21-221.

The following Lemma presents simple expressions
that result from the LQR design procedure relating
variations of the closed loop modal frequencies and
damping ratios to deviations in the open loop modal
frequencies.
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Lemma

If the open loop frequency of the ith mode, wy’
deviates from the nominal value, wj, by,

w = (1 +K) w , K> - 1.0

then the corresponding variations in the closed
loop modal frequency, weli, and damping ratio,
CcLi, for the ith mode are given by,

weLt = (1 + K) wy

CeLt = ENCL/(14K), NCL = NOMINAL CLOSED LOOP

Proof

From the Appendix C, it is shown that the closed
loop characteristic equation for the ith mode is
given by,

0)

$° ¥ (2ug? - 2] wi? - ayq hig) ST 4 (w0t + agq hiq) = 0.

If we assume,
&y = 0, and define uyy . = w; @

where wy is the nominal open loop frequency,
then,

94 = 0 and 9y ” ) ‘ﬁCLi m;L where INcL{ 15 the specified nominal

closed loop damping ratio.

Let,
wj=(1+K) w, K>-1

and using @ & @ in @ yields,
8402 (1407wt agh wd T4 {1+ K" w0
Factoring (:)yields.

®

(s2 + zcm1 w, s+ mt‘ {1 +X)?) (s'-z;m1 s + 01’ (1+x)?)

from which,

YLy = (1 + K) w, and - SneL
1= ) wy TeLy +I

Some Results and Simulations

This section presents some time reponses for the
feedback design summarized in Table 4. As we are
interested only in the performance of the stability
augmentation system, the rigid body modes were
deleted. Hence all motions are with respect to the
c.g. of the entire configuration fixed in space. It
is recognized that most disturbances to the Space
Station will excite both the rigid body modes and
the structural modes and that significant interac-
tion between the rigid body motion and the stabil-
ity augmentation system will occur.

The Space Station {s subjected to an artifical
disturbance from which every mode is excited by the
same amount. The modal excitation is achieved by
initializing each modal state (displacement and



velocity) to unity. This is equivalent to
initializing each physical state (displacement and
velocity at the c.g. of each body) to the amount
given by,

X(0) = TZ (0)

where X and Z are the state vectors in phyaical
coordinates and modal coordinates respectively and
T 1s the modal matrix.

The intent here i3 to present the response of the
system to a disturbance that is "rich" in modal
excitation energy and in particular to show the
effect of the uncontrollable modes on the motion of
each body. It is clear that the presence of any
uncontrolled modes in the responses will result in
some undamped motion. Figures 5 thru 7 show
undamped displacement motion along the X-axis for
habitat module 1 and both undamped rotational and
displacement motion in several directions for the
solar panels. Similar responses (not shown) show
some undamped motion for the remaining bodies.
Figures 8 thru 10 and others not shown, however,
indicate that all other motions of the habitat
modules and the power module are well damped.
fact, the results show that the only undamped
motion of modules 1, 3 & 5 (the habitat modules and
power module) are X (displacement along the X-axis)
and X. In contrast, all solar panel motions are
undamped. This was expected since many of the
uncontrollable modes contain solar panel motion.

In

Figures 11 thru 13 are typlical of the control
input histories observed for all CMG's. The re-
sults show that all control gyro motions are well
behaved.

As the magnitude and shape of any response is
dependent on the power spectrum of the input or
disturbance and initial conditions, the results
preasented here give only a qualitative flavor of
the response characteristics of the closed-loop
system.5

Responses to shuttle docking, attitude maneu-
vers, CMG desaturation and other such "realistic"
disturbances will provide more conclusive informa-
tion on the suitability of the effector configura-
tion used here and provide valuable insight to the
amount of active damping required to yield accept-
able magnitudes and durations of response.

51t 1s clear that several of the responses have
"large™ magnitudes. It should be noted that the
initial conditions for these cases were propor-
tionally "large" in magnitude.

Summary and Conclusions

A nmultivariable control system has been devel-
oped for a control-configured Space Station. Re-
sponses of the closed-loop system show that
disturbances "rich" in modal excitation energy may
cause unacceptable motion of the solar panels, but
indicate sufficient control authority for the power
module and habitat modules. Further studies are
needed to determine the necessary damping require-
ments to yield acceptable responses and to provide
additional insight for control effector placement.
Several possible solutions are delineated below:

o Include the inherent structural damping which
would exist at the soft coupled joints. A value of
.005 for the damping ratio will be used here.

o0 Add active damping at the soft coupled
Joints. We feel certain that dampers will be
needed to stabilize the solar panels. They may be
beneficial in the other joints as well. Values of
damping ratio in the order of .7 will be used to
model active damping. It should be noted that
inserting dampers will tend to diminish the vibra-
tion filtering properties of the soft couplers.

In addition, we are presently developing flex-
ible models of the booms and solar arrays. Addi-
tional testing will be conducted with the flexible
Space Station to study, in particular, the filter
properties of the soft couplers.
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Weight (1ds)
Ixx (slug-ft2)
lyy (slug-rt2)
Izz (slug-ft2
Diameter (ft)
Helght (ft)
Length (ft)

Width (ft)

Mode

Controllable Modes

4, 5, 6, 7, 8, 10, 11, 12, 13, 14, 16, 17, 20, 23, 24, 26, 28, 29, 30

Uncentrollable Modes

WO~ NN TN~

MASS AND G_OMeTRIC DATA

Habitat Module

TASLL I

»olar Array

Powar Module

45,000
68,534
325, 651
325,651
14

50

MODES AND FPEQUENCIES

100

50

TABLE II

Erequeney (rad)

0.1993
0 2215
0 2247

TABLE 3

Mode

16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

45,000
34,207
28,783
28,789

14

10

“requency

CONTROLLABILITY PROPERTIES

1, 2, 3, 9, 15, 18, 19, 21, 22, 25, 27

46

TABLE 4

FELDBLACK DESIGN SUMMARY

Effector heighting R = ldentify matrix

Desired Darping ratio (1th pmoge)

Desired Freque cy (1th) mode)

Tdg = .1, all controllable modes®

wif = w , all modes

Computed (modal) state weighting (Welghting on controllable modes)

Closed Lcop System Obtained

Mode Freguency (rad/sec)

Damping ratio

1 0

2 0.

3 0

y 0.

5 0.

6 0

7 1233
8 L1354
9 .1537
10 .1541
1 L1738
12 .1923
13 .1998
14 2215
15 .2246
16 L4653
17 .4910
18 .4833
19 .5330
20 L5456
21 5545
22 .5759
23 .5911
24 .6898
25 9354
26 .9814
27 .9986
28 1109
29 1.168
30 1937

C.
0
0
o}
0.
0
0941
.0998
o
0 940
0998
.0999
0999
099N
0.
0999
0895
0
1]
0895
0
0.
0999
.0969
0
0969
0

0999
0999
0999

#The design procedure outlined in the proceeding

section will exactly obtain
loop modal properti{es, a sli

the desi-ed closed
ghtly different

approach was taken nere to reduce computational
time This acrounts for the differences in the
obtained frequencies and damping ratios from

those specified



APPENDIX A

The concept of soft coupling between adjacent substructures is 11lus-
trated by a simple example, which could be viewed as the coupling that
might exist between the first longitudinal modes of two hike “spacecraft®
connected via a daching tunnel. The purpase of this 1llustration s to
demonstrata the trend for migration of mocal resonance frequencies to
Jower values as rore modules are connected, and tc demonstrate the de-
coupling properties of a rachanical filter (relatively weak spring)
connection as conpared with a more rigid connection. The model chosen
for this exarple 15 two equal misses connected by a single linear spring
{with spring constant K) and rotion s considered only along the axis of
the spring  Two such “spacecraft” zre then cornected together via a
spring with spring constant Ko and the coupled dynamics are examined for
three cases; narely {a) tethered (K¢ ~ o), (b) rigidly attached (K¢ + m),
and {c) soft coupled (K. < K/2). The model configuration with applicable
degrees of freedom 1dentiTied is shown 1n Fig, 1.

K X K
r-ﬂ-/vv\—d o

Fig. 1 - Example Model Definition
Defining a new set of coordinates representing linear combinations of
the physical coordinates depicted wn Fig. 1, we have Xy3 A Xj - Xy and

X=X+ %2 +#X3+X The equations of motion 1n hybrid coordinates

are easily obtained %fbm Fig. 1 by inspection to be

=4k +0 +0
niz 2 - KX21 + KXy, + 0
- KeX3z + KXq3

- KXq3

- (1)
mX3 =+ 0

n§4 =+0 +0

By executing the following steps, equation (1) is transformed into
equation (2) below.

e normalize to mass m and define K/m = w?

o add (-1) times each row to each succeeding row

¢ form a fourth equation as the sum of equations (1)
o take Laplace transform

e collect terms and put in matrix format

s+ 2 wul 0 0 o
-? s+ Zucz w2 0 X32
0 w? sZ+2? 0 Y43 o @
0 0 0 2] 12

The case (a) solutions {ue = 0) are:

s2=0; -22 (s)
This provides one additional rigid bady mode, as would be expected, p
one additional vibrational mode at w, which would also be gxpected
The case (b) solutions (o #>w) are:

s = o2 5 (2 ¢ 2?) (6)
We now have a mode with frequencs w, that is 30 parcent Tower than the
lowest vibrational made for the tethered case. The othzr mode 1s at a
frequency only slightly higher than the very targe high frequency vékk
These solutions demonstrate the potential for a downward migration of
modal resonance frequencies when two bodies are rigidly attached and t}
extreme alteration of dynamics for the components. This satisfies the
first objective of our example,

The final and most interesting condition is case (c), where K. is finit
and small but nonzero. By way of definition we decree that small means
ae < w/2. In this case the term modifying unity beneath the radical in
equatian (4) i3 0.0€25 or less and the approximation (1 + 2)8 = 1 + ma
{s valid, so that equation (4) reduces to

A 4

w

The term modifying unity n the bracketed quantity of equation (7) is
3.125 percent or less for cur example so that the approximate case (c)
solutions are.

szz-uz-ucz:uz[l+% n

=~
=

2z eud - (2 + ) (8)
The approximate solutions (8) become even more exact as the ratiwo ce/w
shrinks below 0.5,

The solutions (B} represent the soft coupled condition whera the two
substructures are connected via a rechanical filter, They differ from
the case (a) solutions in that the additional rigid body mcde of case (a)
has become the low frequency vibrational mode at frequency we , and the
coupled vibrational rode shifted upward in frequency by only 6.0 percent
or less, indicating minimal wmpact on those dynamics. The case (c)
solutions differ from the case (b} solutions in that the ccupling mode
frequency shifted down below the lowest case (b) vibraticnal rode
frequency, w , by exactly one octave, and the samé low frequency vihra-
tional mode for case (b) roved upward in frequency from to Y2ul + ucz .
slightly greater than a 40 percent increase. Bath cf these erfects are
desirable in order to provide srequency separation between the dynarmics
requiring control (i.e., the rigid body freedoms of each suhstructure) and
the substructure vibrational ayramics. In this example, comparing ratios
between the lowest cluster mode frequency and next highest component
vibrational frequency for cases (b) and (c), the ratio gces from C.707
for the rigid coupled case to 0 3535 for the soft couoled case This
additional octave of frequency separation has the dual primary benefits
of (2) lowering the frequency cf vibrational dynamics requiring control,
such that they are more ccmzatible with reference frame mode control,
and (b) enabling rolloff filter attenuation of the higher frequency
vibrational dynamics. This completes the second objective of the exarple

The trivial solution to tha characteristic equation frea (2); {.e.,s2 =0,

represents the rigid body node where all masses are translating in
umison. The ccupled vibrztional mode frequengies are embodied in the

determinant of the upper 3 x 3 given by

(s2 + 22} {s% + 2(u? + )52 + 22u2] = 0 (3).

Equation (3) identifies one vibrational mode with frequency «Jz‘u. that
is irdependent of the coupler spring constant which 1s 1mplicit in we.
The next step 1s to identify the ircict of we, as a parameter, on the
frequencies of the two reraining vibrational mades defined by the terms
insida tha square bracket. Since the bracketed polynomial {s quadratic
fn s we apply the quadratic formula to obtain the solutions

52 = c? o 2 "l + (%5)4

(4)

APPENDIX B
EQUATONS OF MOTION

The equations of motion for each body are pre-
sented below. The ith get describes the transla-
tional and rotational motion at the c.g. of the ith
body with respect to the c.g. of the entire con-
figuration,
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where where the relation,

X (t) =60X1 state space vector A= SX
U (t) =30X1 control input vector is assumed. .
A = 60 X 60 constant coefficient matrix A transformation to “"true" modal coo-dinates yields,
B = 60 X 30 constant coefficient matrix Z*AL+Bu, y=CTZ, X=7TZ,
and the matrices A and B have the following form: where o L o 1
B ' ] A = diag {[—w,z -ZC.U.]-“- [-u,z, -z:nun]}
o : I L ]
- H
H
A= Elements of ! _
K in i 0 0 ---0 |
H —
E. B1 ! Tl =B=(b, by
[ . 0 ---- 0
[
521 by
B - Elements of F(t) 0 cee= 0
in Eq. B 1 Lbnl bm

for a structural dynamic system.
The output vecter for the system is

Y(t) = ¢ x{t
(®) The cost functional becomes,

whe - b
e dey [0 (@Ta + uTRy) at, Q= TTQT

Y (t) = r X1 output vector where r is a function of

the number of sensors and the Euler-lLagrange equations,
c = r X 60 constant coeff 2 . A -H z ~|z ~lgp=1, ~
icient matrix ; -6 T N = F K H = T-i8R l(T IB}T

APENOIX C Similarly, the control law is given by,

= & - s G - -1 -1 T3
As 1n [14], consider the plant model in physical coordinates, U=6, P=sz, Ga-RHITBES

X = AX+BU, Y=CX and S+ Sh+aTs - STTlRTMTIBYT 54 g -0

and a quadratic cost functional, Clearly,

T 4T T T
Jd o=l X'QX + U'RU) dt, =Cq.cC. =
I° (X ) e Y |s1-F| = |sI-F|
The well known solution to this optimal control problem is given .
by where s 1s the Laplace transform variable. Using the transformation,
Control law U = GX
-1.T I o -
Control Gain G=-RB'S 3 (sI - A)'l il - {sI - F] gives

Ricatti Equ. S+sa+As-saRlels + Q=0 !
b4 sl - A H

Fp e 3N o

Ist-Fl 0 :qu"-q(sx-A) Iy

1 [X] =l:_&. :'.Bﬂ-.lﬁr] K1« f]X
il Loy AT A A = |sI-A||sI+AT-§ (s1-2)~MH]

This solution results by solving the Euler-Lagrange equations,
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It is easy to show that 1f only the 3% mode is wefghted, Equating terms of equal powers 1n s and solving for g4 ., q, yields,
3 J

9q. = weight on modal displacement state for

J the jth mode
q, . = weight modal velocity state for the Jth
J  mode
then,
T = s -yl
[s1+4"-Q(s1-n)"ty| = “
1 S*ZC]u"

s (-qu hJj)/A - wjz
Vos - 25wy - (s qu hJJ)/A

= 4 4
qu (Nd - Nj Yy / hJj
and
- 2 _ 2 2.2 2,2
v; {2(”3 wg) +a(g et . ¢ 0 )my

where

gty f open loop frequency and damping ratio respectively

gLy e desired closed loop frequency and damping ratio respectively

The gain {s computed by,

- -
Gi = GiT

2 h

o, where

-2 . - o E LT Rali
$¢0ntn Sy=Syhc - A Syt BRI B

J '3

j+03-0

The matrix, A = A + BG‘ represents the new system matrix The procedure is

then repeated for the next mode {using A in place of A). The recursive

g (52-2;1uis + uiz) .
= 3t a2 nature of this procedure is clear.
it
{SZ'ZCJwJS + wjz + Qq. hyy/a - szqv hyj/a } The total gain matrix results by summing the gain matrices obtained at each
J 1 iteration,

where hyj €H 1s the ath dragonal term of H and

42352+ 2 uys + “Uz-

G=6) + G+ .uuue +Gy 4 .. G

Finally, the characteristic equation may be written

- -1
[sI = AljsT + AT - Q (s! - A) H| =

n
2 2,,2 2

n §¢-2

i ( Ciwis+w’ s +zCi¢u15+wl )

i

=1
£

X {(SZ-ZCijs*wjz)(sz + Zch35+wjz) * ady hjy - s2ayg hjj} =0

Expanding only that part involving h & q yields,

s+ (ijz - 4:J2mj2 - Qv hJj)s2 + (wj4 + qdj hyj)

The desired characteristic equation for the Jth mode can be written as,

2 2
(s + 2zq wys + g )J (s2 - zcdwds*wd )J =ste (Zmdz - 4Cdzwdz)sz + oy

4
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A DUAL SPIN SPACE STATION DESIGN

M. A. Paluszek!
Charles Stark Draper Laboratory
Cambridge, MA 02139

ABSTRACT

A dual spin space station design is described in this paper. The
space station has a cylindrical solar array that is spun to provide both
gyroscopic stiffness to the space station and to stiffen the array struc-
ture. The platform is spun at the orbital angular rate. The space station
is designed to have gravity gradient and aerodynamic restoring torques. An
active control system is used to stabilize the station and store excess
angular momentum until it can be removed from the station by magnetic tor-
quers.

I . INTRODUCTION

Most space station configurations to date have consisted of modular
cores and large planar solar panels. Active control systems are necessary
to stabilize such stations, a task made more difficult by the very low
vibration frequencies of the solar panels.

An alternative is a dual spin configuration, one of several that have
gyroscopic stiffness due to stored angular momentum. The proposed dual
spin configuration developed at Draper is illustrated in Figure 1.

The various habitat, service, command and laboratory modules are
sandwiched between two solar arrays. The solar arrays are spun to provide
gyroscopic stiffness to the station and to increase the vibration frequen-
cies of the arrays. An active control system is used to stabilize the
station and eliminate any attitude offsets due to steady-state torques.
Excess momentum is removed by magnetic torquers located in the core.

!1. OVERALL DESIGN

The proposed dual spin space station has two cylindrical solar arrays
which are spun to provide gyroscopic stiffness. The core platform rotates
at orbit rate about the spin axis and is earth pointing. The platform con-
sists of a hub along the pitch or spin axis and service modules which
attach to the hub and point radially. Other modules are attached to these
service modules and to the hub.

1 Technical Staff, Charles Stark Draper Laboratory.
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This particular design has four hangars. Two hangars and fuel storage
depots for the Orbit Transfer Vehicles (0TV) are attached to the hub
directly. Two Orbit Maneuvering Vehicle (OMV) hangars are attached to the
service modules. The array hubs have tunnels that connect to the core of
the station and the outer hub to which the solar arrays are attached.

The minimum operational station can be orbited in eight shuttle
flights. The first two flights carry the solar arrays which are assembled
on orbit. The next flight brings up the central service module that serves
as the hub. The remaining flights deliver the two service modules, a habi-
tat module, a laboratory module and the magnetic torquers. At this time
the arrays are spun up and the system becomes operational.

The station is built up from the minimum configuration by connecting
modules to the twenty-six ports on the service modules. |f more modules
are desired, additional service modules or docking adaptors can be
attached. The Orbiter docks at docking hatches located at either end of
the space station along the spin axis. This is done to reduce the disturb-
ances produced by an attached Orbiter and to maintain a stabilizing gravi-
ty gradient torque. .

The product of array diameter and length gives the effective area
receiving solar radiation. The other half will receive the flux from the
earth's reflected radiance which is = 1/3 the solar flux. This increases
the power available by 33%, somewhat offsetting the disadvantage of the
additional solar cell area. |f more power is needed, additional solar
arrays can be attached to the ends of the station above or below the
existing arrays.

Radii for the solar arrays have been chosen to be 30 m and the height
16 m. The arrays rotate at 16.43 RPM to provide sufficient stored angular
momentum. The primary radial supports are 4 trusses. Trusses behind the
array provide circumferential support. The array was designed to have a
despun lowest natural frequency of .11 Hz which is 4 times the nutation
frequency of the station. The next four modes have frequencies of .14 Hz,
.14 Hz, .15 Hz and .19 Hz. The first torsional mode has a frequency in
excess of .31 Hz. The vibration frequencies of the arrays are = 10 per-
cent higher when the arrays are spinning due to the centrifugal forces on
the arrays. A solar array is illustrated in Figure 2.

The spun solar array does not track the sun; therefore it is desirable
to put the station in an orbit in the ecliptic plane to maximize the
available power. However, because of the J, term in the earth's gravita-
tional potential, the orbit plane will oscillate about this plane [3]
causing the incidence angle to vary as a function of time. The power
available over an orbit, divided by the the solar flux per unit area, will
vary as illustrated in Figure 3. The long term variation is due to the
orbit precession. The short term is due to the orbit of the earth about
the sun. The range is from .48 to .63 of the total (uneclipsed) solar
flux.
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[11. THE EQUATIONS OF MOTION FOR THE DUAL SPIN SPACE STATION

The equations of motion for a dual spin space station under the influ-
ence of the gravity gradient and aerodynamic disturbing torques are:

I+ &+ oxl* @+ jIplr + T0gdpQr = koxdpllr + oxd® Q@ + J* Q
= 3uRx!l* R/RS + (1/2)pCpV2rxu

(M)
Jr(f:lr + ‘:)y) = Tp
Ji(Qy + b)) = Ty
J2 ( + &)
Ja(a + ;) = Ta

L}
—
N

i, j and k are unit vectors in the body axis system. j is along the spin
axis, which is normal to the orbit plane. k points to the center of the
earth and i completes the right handed system. | is the total inertia
matrix of the station, J is a diagonal matrix whose elements are the polar
moments of inertia of the reaction wheels and Q is the vector of their
rates. T, is the motor torque on the solar array and Ty, T2 and T3 are
the motor torques on the reaction wheels. u is the unit velocity vector
in body axts and r is the vector from the center of mass to the center of
pressure. The angular momentum stored in the solar array = J.Q., the pro-
duct of the array rate and inertia. Jp. is positive if it rotates in the
same direction as the station platform does in its orbit. The radius and
angular velocity vectors are:

R= ¥,RIi - ¥,Rj =~ Rk
. . . .. (2)
w = (‘l’x = 0‘I’z)i + ("“z - O)J + (""z + o‘l’x)k
For small eccentricity:
do/dt = n[1 + 2ecosnt]
(3)

R =~ afl - ecosnt]

where t is the time since periapsis passage, a is the semimajor axis and n
is the mean orbital rate.

The equations of motion can be linearized by assuming that only the
solar array angular velocity is a large quantity. Orbit eccentricity is
small; therefore:

e2 = 0
(%)

The angular momentum stored in the reaction wheels is assumed to be negli-
gible. The linearized equations of motion are:
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- (n‘yz + nz‘hx) (I z l y) + I XZ (n2‘1’z - n‘bx) + H ("I’z + nqjx) (5)
= 3n2 ("'yz + ‘bx(lz = Iy) + l!"y')(y) + Tx + anlxyesinnt

Ly (s = nb) + 1y (B = 0) + 1y (6, + niy)

-Ixy (n‘l’z + n2¢x) - 'yz (n2\!‘z - n‘j’x) (6)
= 3n2(=1yx; = Yy (I = 12) + ¥yly) + T, + 2n2lyesinnt

I xz (‘l;x = n‘i’z) T 'yz (li’y - .6) + Iz(.‘l;z + n‘f’;) - lxy (7}2 = 2n‘i’y)
+ (n2b; - nby) (Iy = 1)) + Iy (N2, + nb;) - H(¥, - ndy) (7)

= = 3n2(bxlyz + ¥ylyy) + T, + 2n2l,esinnt

1V. OPEN LOOP DYNAMICS

One of the advantages of a spinning spacecraft is that it is gyroscop-
ically stiff. The stored angular momentum will cause the vehicle to oscil-
late about its initial position when it is disturbed. This stiffness
applies only to the axes transverse to the spin axis.

Gravity gradient torques, torques due to the angular rate of the plat-
form, aerodynamic torques and energy dissipation must be considered when
determining the passive stability of the station. All four are dependent
on the space station configuration and make the arrangement of the masses
within the station of critical importance.

The three torque sources produce both steady-state torques and atti-
tude dependent torques. The steady state torques are:

Tx = = hn2lyz
Ty = N2l = Y2 (8)
T, = n2lyy, + vy

Y is the aerodynamic torque vector on the station in station body axes.
These torques, together with the attitude stiffness, will determine what
the offset angle of the station from Local Vertical Local Horizontal coor-
dinates will be. Clearly, it is desirable to have all of the parameters
in these equations as small as possible. The first and third equations
have contributions from both the gravity gradient torque and the orbit
rate.

The magnitude of the desired angular momentum is based on the maximum
desired steady state error due to the secular disturbing torques. The
necessary angular momentum is approximately:

H = 2T/nAo 9)

which is found by eliminating the cross product terms in the inertia
matrix and solving algebraically for the step response. A0 is the maximum

54



allowable attitude error. H 1s limited by the requirements of building an
array to hold the angular momentum as well as the limits on the nutation
frequency. 1f H is large relative to the transverse inertias the nutation
frequency may be close to the structural frequencies of the rotor causing
undesirable i1nteraction.

Gravity gradient and aerodynamic torques also can provide stiffness
to the station. This is most important about the pitch axis since this
axis does not have any gyroscopic stiffness. The attitude-dependent tor-
ques due to the gravity gradient and aerodynamics are:

T = ‘l’y(lxy = 'yy) - Yy,
Ty = ‘l’y(lz - 4y + 'Y,() + \bxlxy (]0)
T, = = Ulyy - Uyl

Terms which are much smaller than the angular momentum terms have been
ignored. If v, < 0 it will contribute to pitch stiffness as will the grav-
1ty gradient term if |, > |,. Module placement is critical in achieving
both gravity gradient stiffness and in keeping the cross product terms
low. The effect of the other terms is not as obvious. For example, the
first equation has a ¥,v, term. As it turns out this term is destabiliz-
ing. A simple model will suffice to demonstrate this. Assume that there
are no cross coupling terms in the inertia matrix and that Ix = ;. The
characteristic equation for the roll-yaw axis, with angular momentum h
stored about the pitch axis is:

(s2 + nH) (s2 + nH) + sH(sH + G,) =0 (amn

H = h/l and G, = Y,/1. For small values of G, this can be factored into two
second order polynomials:

(s2 + (Gz/H)s + n2) (s2 - (Gz/H)s + H2) =0 (12)

For any value of G, # O the roll-yaw axis motion will be unstable.
The cross product of inertia terms produce similar effects and lead to
the slow divergence of the station attitude. Modules should be placed so
as to keep both the cross product terms in the platform inertia matrix and

the destabilizing aerodynamics terms as small as possible.

The inertia matrices of the space station without and with the Orbiter
are:

67.4L -0.065 0.58 143.4  0.86 0.57.
-0.065 37.8 0.0 0.86 47.2 -0.02 x 106 kg-m2
0.58 0.0 A45.7 0.57 -0.02 139.5

respectively. The center of mass coordinates are:

[ o o o] [ .077 -9.6 -.003 1 m
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The eigenvalues of the attitude motion for these configurations will not
all be in the left half plane. The eigenvalues without and with the Orbi-
ter are:

=1.1x10-7 +i.18 -1.0x10-7 £ i.0726
1.1x10-7 + i.00111 -1.6x10-8 * i.0011
0.0 + 1.00159 9.0x10-8 + 1.00073

The first is primarily associated with the nutation mode, the second with
the orbit mode and the third with the pitch gravity gradient mode. The
reduction i1n frequency in the nutation and pitch mode when the Orbiter is
attached 1s due to the much larger transverse inertias. The real parts are
very small and will result in a very slow divergence from the initial
attitude. This analysis excludes the effects of energy dissipation due to
spacecraft dynamics. There will be energy dissipation in both the core and
the solar arrays. The dissipation in the core will be due to the motion of
fluids, structural damping and other forms of mechanical motion. Dissi-
pation in the rotor will be due primarily to structural damping, which is
very small. Analysis by lorillo [1] indicates that the dissipation in the
core will have to be greater than .1 of that in the rotor for asymptotic
stabtlity. |If passive stability is desired, and the platform damping is
Inadequate, passive dampers may be added to the plaform [6].

V. THE AUTOMATIC CONTROL SYSTEM

An automatic control system has been designed to stabilize the space
station and to compensate for steady-state torques. The system also pro-
vides angular momentum storage to temporarily store the angular momentum
buildup due to secular torques.

The station has three reaction wheels, one for each axis. The solar
array motors are also used as actuators for the pitch axis. The pitch con-
trol effort 1s partitioned between the solar array and reaction wheel by
means of second order filters in the control loop. This is done to prevent
the solar array from reacting to high frequency excitations.

Since the number of states is small, and the system is multivariable a
linear quadratic regulator was designed for the system. The system
equations are augmented with equations for the integrals of the attitude
angles to permit integral feedback to prevent attitude offsets from stead-
y-state torques. The results of the LQ analysis indicate that 1t is not
necessary to provide full state feedback to all the actuators. Since the
cross coupling terms between the spin and transverse axes are small, elim-
ination of the gains that feedback the roll/yaw states to the pitch actua-
tors and the pitch states to the roll/yaw actuators are not needed, except
for the roll rate feedback to pitch., Setting these gains, which are small
relative to the other gains, to zero does not destabilize the closed loop
system. However, stability margins will be affected by removing the cross
coupling gains from the feedback.
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Any one of the actuators is sufficient to stabilize the system if all
of the states are available to each of the actuators. The station can
have up to three actuator failures and stiil maintain a stable attitude,
although 1t will not be possible to attain all the performance of the com-
plete system. For example, only one actuator is needed on the transverse
axis to achieve roll/yaw stability. However, the integral control action
on the transverse axis without the actuator is very weak.

Reaction control jets would be used as a backup in case of the failure

of all the momentum exchange devices and the motors that drive the solar
arrays.

A block diagram of the proposed automatic control system is given in
Figure L.

Vi. THE MOMENTUM DESATURATION LAW

Steady state disturbance torques will result in the buildup of angular
momentum 1n the momentum wheels on a space station. It will be necessary
to periodically desaturate the momentum wheels to prevent excessive

momentum buildup. The change in angular momentum produced by a magnetic
torquer is:

dh/dt = Ty = DpxBe (13)

where Bg is the earth's magnetic field vector, D, is the dipole moment of
the coi1ls and Tp is the resulting torque due to the magnetic torquers. One

method is to use magnetic torquers. The equations for the change in angu-
lar momentum are:

dhx/dt = NA(Isz - Isz) = Tx
dhy/dt = NA(1,Bx - 14B;) =T, (14)
dhz/dt = NA (1B, - 1,By)

]
-
N

D, has been replaced by NA(ilx + jl, + klz) where N is the number of turns
of wire in the coil , | is the current and A is the area of the coil. The
coils are each assumed to have the same area, number of turns of wire and
resistance. The power consumed by the coils is:

P =R+ 1,2+ 1,2) (15)
At time t = 0 the excess angular momentum is:

h = hy + Ah (16)
Ah is the expected change in angular momentum due to the action of secular

torques over the period of time ty;. The control law is designed to reduce
h to zero in a fixed time t¢. The Hamiltonian for this system is:
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= NA (A e Ty + AyTy + A,T2)
+w(lsx - T2 + (Ty - Ty)2 + (12 = T2)2) (7)
+ R(Ix2 + 1,2 + [;2)

The A's are the Lagrange multipliers, and the ='s are the average torque
desired. The +'s are equal to the expected values of the steady-state tor-
ques. w 1s the weight that is placed on deviations from these values. The
control laws are found by taking the partial derivatives of the Hamiltoni-
an with respect to the controls and setting them equal to zero. The con-
trol laws that result are:

Iy = NA(\yB, - ABy, + 2w(Bys, - By7y))/D
ly NA(AzBx = AxBy + 2w (Bz1x - Byx7x))/D (18)
4 NA(AxBy = AyByx + 2w(Byxr, - Byix))/D

where
D = 2wNAB2 + 2R (19)

Axs Ay and A, are constants since the derivative of the Hamiltonian with
respect to h is zero. The A's can be found by substituting the control
laws into the equations of motion and integrating fromt =0 to t = ts and
finding A such that Ah = hg. It is necessary to solve the following three
equations simultaneously

Ax3xx + Aydxy + Azayz
h = ho + Ah = Xjaxy + hyayy + rzay; + 2 (20)
Axaxz +* Ayadyz + Azazz

where, for example:

te
axy = (NA)2/ B4B,dt/D (21)
0
and
Lt
Zx = W(NA)zf [Bz (Bx"z - Bz“'x) + By (Bx‘fy - ByTx)]/Ddt (22)
0

A 1S to be calculated based on the previous period's B. ts is set equal
to the period of the orbit, which is long enough to include the major var-
iations in the earth's magnetic field. Ah can be estimated from Equation
(8) . The magnetic torquer law wraps around the momentum exchange loop.

It s not necessary to store the measured values of the magnetic
field. The a matrix can be integrated as measurements are taken so that
only nine numbers need be stored.

The desaturation torques over one orbit with w = 0 and w = 10000 are
shown is Figure 5. |In the latter case the maximum torques are much nearer
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the average of -2.2 N-m. The penalty is an average power consumption of
501 watts as opposed to the power optimal (w = 0) solution of 150 watts.

Vil. SIMULATION RESULTS

The simulation described in this paper is for a Space Shuttle Orbiter
docking with the space station. The simulation starts 1000 seconds before
the Orbiter docks with the station and ends 4600 seconds after docking.
The space station 1s acted upon by several different types of disturbing
torques. The aerodynamic torques have a steady state component and an
oscillatory component at twice the orbital frequency due to atmospheric
density variations. The gravity gradient torque has a steady state compo-
nent due to the cross product terms in the inertia matrix. Both will vary
linearly as the space station oscillates in attitude. Disturbance torques
due to crew motion have frequency components that range from 0 to 5 Hz.
The magnitude of these torques is much larger than the gravity gradient or
aerodynamic torques. An action as innocuous as a sneeze cah produce a
force of up to 100 N. Docking of the Orbiter produces torques due to both
the 1mpact and the change in inertia of the station.

The simulation program [2] includes nonlinear gravity gradient and
aerodynamics models. The atmospheric density model is the 1971 Jacchia
model. The space station motion is modeled with nonlinear equations but
does not include the effects of flexibility. The crew disturbance model is
based on Skylab experimental data [4]. It is assumed that there are 6
crew members on board the station. The model accounts for module place-
ment, crew station orientation and crew motion. In this case the astro-
nauts are all working at consoles which have been oriented to reduce the
disturbance torques on the station. Actuator and sensor dynamics are not
included itn this simulation.

The control laws operate at first under a set of gains designed for
the station without the Orbiter. When the Orbiter docks, a second set of
gains designed for the new mass properties is used. This assumes that the
new mass properties are known. The system is not stable if the original
set of gains is used.

The magnetic torquers were designed to produce a maximum torque of 2.2
N-m with a maximum power dissipation of 25 watts [5] when the Earth's mag-
netic field is .4 gauss. The radii of the coils was set at 5.0 m. Each
coil has a mass of 3000 kg.

The disturbance torques during the simulation are illustrated in Fig-
ure 6. The docking torque has been truncated so as not to obscure the oth-
er torques. Its value is L6000 N-m. The maximum torques produced by the
reaction wheels was 9, 18 and 10 N-m for the roll, pitch and yaw axis. The
maximum torque produced by the solar array motor was 20 N-m. Resulting
attitude behavior is illustrated in Figure 7. The angular rates of the
pitch actuators are illustrated in Figure 8. The steady state buildup of
momentum due to offset torques i1s eliminated by the magnetic torquers on
the average over one orbit.
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VIiil. SYSTEM IDENTIFICATION

The control laws in this paper assume knowledge of the mass and aero-
dynamic properties of the space station. This may not be the case in prac-
tice since the mass properties will vary greatly as fuel is consumed, crew
members move about and other vehicles are launched and recovered. Errors
in mass property estimates could lead to instabilities.

The mass properties of the station could be determined by keeping
track of the positions of the crew members and large pieces of moveable
equipment including vehicles that are docked to the station, monitoring
propellant consumption and fluid flow. Even with good bookkeeping, a sys-
tem identification algorithm may be needed to check for errors.

Determining the aerodynamic properties 1s far more complicated due to
the complex nature of the aerodynamic interaction and the time variation
of the atmospheric density. Determination of the station aerodynamics may
be simplified by flying a satellite in the same orbit as the station, away
from the station environment, and measuring the atmospheric density, thus
eliminating one unknown from the calculations. The aerodynamics will
still be a complicated function of attitude though less so in designs,
such as this one, where the aerodynamic surface is dominated by one or two
simple shapes.

IX. SUMMARY AND CONCLUSIONS

A dual spin space station design with an active control system is dem-
onstrated in this paper. The space station is designed to take advantage
of environmental torques and the stored angular momentum to achieve near
passive stability. Passive stability requires the addition of dampers to
the platform. The active control system, uses three reaction wheels and
the solar array motors to control the system. The pitch control effort is
partitioned by frequency between the rotor and reaction wheel. Magnetic
torquers are used to reduce steady state disturbing torques and desaturate
the rotor. Simulation testing demonstrates the validity of this concept.
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AUTOMATIC ASSEMBLY OF SPACE STATIONS

P. K. C. Wang*
University of Califorma
Los Angeles, CA 90024

ABSTRACT

A basic problem 1in the automatic assembly of space stations is the determi-
nation of guidance laws for the terminal rendez-vous and docking of two structur-
al components or modules. This problem involves the feedback control of both
the relative attitude and translaticnal motion of the modules. Here, a suitable
mathematical model based on rigid body dynamics is used for this study. First,
the basic requirements, physical constraints and difficulties associated with the
control problem are discussed. Then, an approach which bypasses some of the
difficulties 1s proposed. A nonlinear guidance law satisfying the basic require-
ments 1s deraived. This 1s followed by a discussion of the implementation re-
quirements. The performance of the resulting feedback control system with rigid
and flexible structural components 1s studied by means of computer simulation.

I INTRODUCTION

In the construction of large space stations and platforms such as the pro-
posed Advanced Science and Applications Space Platform (ASASP) [L],geostationary
platforms [2], and the Space Operations Center (SOC) [3], the structural compo-
nents are placed into an Earth orbit by a sequence of orbiter flights and then
assembled 1n a systematic manner. The assembly could be achieved either manual-
lv,semi-automatically, or automatically. In an actual operation, semi-automatlc
or automatic assembly 1s preferred since 1t greatly reduces the necessary train-
ing and task of the assembly crew. In the automatic assembly process, the fol-
lowing basic steps may be taken: (1) Initiation Stage: A basic structural com-
ponent or module (eg. the power module) 1s placed into the desired orbit. This
unit should possess a self-contained control system for regulating 1ts attitude
(2) Orbital Rendez-vous Stage: A second structural component or module 1s placed
1n the vicinity of the first module. This module should also contain a control
svstem for regulating 1ts attitude for maneuvering 1tself toward the 1nitial
basic target module. (3) Terminal Rendez-vous and Docking Stage: The first and
second.modules approach each other at a small relative speed and with an appro-

priate relative attitude until the attachment devices touch. Then, a rigid con-
nection between the two modules 1s made. This process may be achieved automati-
cally. (4) Steps (2) and (3) are repeated for the remaining structural com-

*Consultant:_jgt Propulsion Laboratory,Pasadena,California.
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ponents of the space station.

The problem of automatic assembly 1in space has been studied by Legostaev and
Raushenbach. Specific schemes for automatic orbital rendez-vous and docking of
the Russian satellite pairs Kosmos-186 and 188, and Kosmos-212 and 213 are de-
scribed in [4]. Various problems associated with the rendez-vous and docking
of space vehicles such as the Apollo,Gemini,Skylab and space shuttle vehicles
have been discussed in references [5]-[9].

In this paper, our attention 1s focused on the basic problem of deriving
guidance laws for the automatic terminal rendezvous and docking of two modules.
This problem 1involves the automatic control of both the relative attitude and
translational motion of the modules. The results may also be applied to the
automatic rendez-vous and docking between a space shuttle vehicle and a space
station. The problemof deriving guidance laws for the automatic orbital rendez-
vous of two modules (regarded as point masses) will be discussed elsewhere [10].

We begin with the development of a suitable mathematical model for the ter-
minal rendez-vous and docking of two modules. Then the basic requirements and
difficulties assocrated with the control problem are discussed. An approach which
bypasses some of the difficulties 1s proposed and a nonlinear guidance lawv which
satisfies the basic requirements 1s derived. This 1s followed by a discussion
of the 1implementation requirements. The performance of the resulting feedback
control system with both rigid and flexible structural components 1s studied by
means of computer simulation.

IT MATHEMATICAL MODEL

Figure 1 shows the two modules to be assembled. We assume that both modules
are rigid bodies, each containing a rigid docking reference platform. The struc-
tural flexibility effects of the modules may be included in the model by regard-
1ng them as 1nertial parameter perturbations. To describe the module motions,
we introduce Cartesian coordinate systems (x,,y,,z,) and (x,,y,,z,) with origins
at the mass centers of the first and second modules respectively. Their axes
are along the respective principal axes of 1nertia. The docking reference plat-
forms are described by the simplexes I, and I, given by I = CO{R LR P 1}, 1=
1,2, the convex hull of the reference point triplet {E-l’é-z’g-s}}‘ The téfer-
ence point p_ 1s specified by the vector S relative to the (% ,y_ ,z )-coordin-
ate svstem, &t by the vector £l relative to” the 1nertial (X,Y,Z}-c%orélnate
svstem. ]

Let B, = {e_ ,e_,e_ tand B = {e ,e , } denote the orthonormal basis for

, —X'=Y’ = —X1 =1
the fixed Qh,Y,Z) and mowing (xl,yl,zg' coordinate systems respectively, and

[yjl denote the representation of a vector v with respect to basis BL. Then
the basis vectors 1in BO and Bl are related by a linear transformation C defined bv

e =2Ce e =2Ce e =Ce 1=1,2, (L)
~z1

=1 =X’  =v1 =Y’ =z’
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whose representation with respect to basis BO is given by the direction cosine
matrix:

2 2 _ 2 442 _
40179, ,79 5795, 2(a49 5%9 539, ,) 2(9319, 379,59, ,)
- _ 2 .2 2 . 2
¢la) =1 2€a49,,79359;,) 951t 7d50, 2(a35953%951954) |+ (2
_ 2 _2 4.2 2
2(q11q13+q12q11.) 2(d;,4,479,19;,) 4317932191379,

where q (q denotes the Euler quaternion with q, being the
Euler symmetrlc parame%ers [ll] [14] defined by 1

qu = 81] 31n(¢1/2), i=1,2,3; 4y, = cos(¢l/2), (3)

where ¢l 1s the principal angle and the €44 's are the components of the principal
vector of rotation Z defined by

£ = €418 T E o8y 138y T €448 Y E08yy t Ea8 - (4)

The Euler symmetric parameters qij satisfy the constraint:

4
2 = .=
E Q| 1, i=1,2. (5)
=1
The time derivative of q 1s related to the angular velocity w, = w, +

w e +w e , of the 1] moving coordinate system (x,,y,,2,) relatlve_¥o the
1yy1 1z—z1 i B §

1nertial frame (X,Y,Z) by
dgl/dt = Q([gi]l)gi, 1=1,2, (6)

T
where [91]l = (wlx,wly,wiz) and

0 W -, w
1z iy 1X

- 0 w w
_ 1 iz ix iy

Q([Ql]l) T2 w -w, 0 w * (7

1y ix 1z

-, =W - 0

ix 1y 1z

We note that since Q([Q_] ) is skew—symmetrlc, system (6) 1s Euclidean-norm in-
variant, 1.e. ||q (t)|F= 91(t) (t) = constant for all t. Fcr REuler sym-
metric parameters, the initiial condition 31(0) satisfies ”91(0)H= 1.

The angular velocities of the two modules are governed by the following
FEuler's moment equations:
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d
P . X . = {=
dt(Ii wi) + wi (Ii wl) Tci, i=1,2, (8)

where I, and I., are the tensor of inertia and control torque associated with the
1-th module respectively, and differentiation 1s taken with respect to the moving

body frame (x,,yl,zi). Equation (8) has the following representation with re-
spect to basis Bl

wix I1lw1ywlz Tc1x/11x
%f wiy = - Iizwlxwiz + TCly/I1y . i=1,2, 9)
1z Ii3w1xw1y Tciz/Iiz
where
Ill - (Iiz_Ily)/Iix’ Ii2 B (Iix_Ilz)/Ily’ I13 = (Ily_le)/Ilz’ (10)

where Iix’Ily and IlZ are the principal moments of inertia of the i1-th module.

The equation for p (relative translation of the mass centers) relative to
the moving coordinate system (xl,yl,zl) 1s given by

gfg_ 4%, 0+ 2w :KQ:-+ w,X(w*p) = F /M, - F /M +F /M -F _/M
dt?  dt =0 1T de s U R T =022 el T =g27 2

gl 1’

(11)
where F . and F are the gravitational and control forces acting on the 1-th

—gi —c1 - . .
module %espectlvely, and differentiation 1s taken with respect to the moving co-

ordinate system <X1’y1’21)' Equation (11) has the following representation with
respect to basis Bl:

42 [pxl 0 P Py 4 “1x 4 Px1 Pl
ez 1Py |t P © Pe1 | g | W1y |F 2Beg 1) GE | Py [ F BTyl foyg
[pzl pyl “Px1 0 ®1q P21 Pa1
(Egp/My = Eo1/MD oy U1
= (ng/M2 - Fgl/Ml)yl + Uy s (12)
(FgZ/M2 - Fgl/Ml)zl Yz1
where p =

Pr18x1 T Py18y1 t Py
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)
0 w w wly W

lz 1y 1z wlxmly “1x%12
B w =l W - = 2 2
(11 1z 1x |0 Bp(leyly) “1x1y Y1271z “19%12 |0
- © 2 2
1y Yix O S P P B P P

(13)
where (Egz/M2 - E_gl/Ml)kl (resp. ukl)’ k=x,y,z, denote the components of
(EgZ/MZ - Egl/Ml) (resp. (££2/M2 - Ecl/Ml)) with respect to basis Bl' Using (9)

to eliminate the term d[gl]lfdt in (12) gives:

2 | =1 4 | P Px1
—_— + 2B w —
7 | P 1939 Fe [Py |t {B,([w; 1)) + By ([w, 1)} Py1
pzl pzl pzl
F M, - -
Fga™y = Ea1MDa 1 10 Par P51 [T’ ] [¥a1
= M - -— =
EgoMy = F1MDu1 17171 0 P |Teay/Tay | * [ oya [ @9
(Fyo/My = E 0 /M) Py1 Py1 O Tzl Y1
where
0 Ii3w1xwiy -IiZwixwiz
By(lwgly) = | -1;,0; wo 0 Lj0g 05, | 51,2 (15)
1% "1 %y%, 0

Assuming a central Newtonian gravitational force field, the gravitationmal
force acting on the 1-th module is given by

= - 3 1=
Egi uMlgl/ri, i=1,2, . (16)
where | is the geocentric gravitational constant (the product of the gravita-
tional constant and the mass of the Earth); Bi 1s the vector specifying the
position of the mass center of the i-th moduleé relative to the 1inertial frame;
and r, = Hﬁl” » the Euclidean length of Bi' Let gy A Bl/rl. We can write

R, =r,e =71

= + 17

10y, x1817Cy 18917y 218,170 By = Ry
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where ¢ a denotes the direction cosine or inner product between the unit vectors
Ey and Eé , a=xl,yl,z1. Using the fact that during terminal rendez-vous, rl/r2

=], the components of (EgZ/MZ - Egl/Ml) in (14) can be written as:

?

)} = —w?p

o 2 _ 3
(Egy/My = By /My = wlegey q=Gry/r) (o g4re o oPx1’
_ 2 _ 3 o 2
(E,g?_/M2 E,gl/Ml)yl wo{rICY,yl (r,/r,) (py1+r1cy’yl)} WoPy1> (18)
- = 2 _ 3 . 2
(EgZ/MZ Egl/Ml)zl wo{rlcy,zl (rl/rZ) (pz1+rlcy,zl)} wopzl,

where w0=vu/r 1s the orbital angular speed of the modules about the origin of
the inertial %rame (X,Y,2).

Now, we consider the system output variables corresponding to those quanti-
ties which can be directly measured or estimated. Besides the measurable quan-
tities [W,] and q , 1=1,2, 1t 1s also possible to determine d_ (the vector di-
rected from the docking reference point Py to 22_) by opticalJmethods. From
Fig.1l, we have the relations: J ]

2 1 2 1 .
= +8" -R, -S =p+58, -5, =1,2
QJ 52 24 =1 = 1% 23 240 J »3, (19)
where p=R -R.. The vectors §},Q_and d, can be expressed in terms of the basis
vectors 1& ,8.,e } and {e ,e J,e } asdfollows:
—X'—Y'-Z —xX1 —yl1’—z1
1
= + = +
5= sy Y Syavey 851287 T Skt Y Si1vSyn Y 85105000
= + + = =+ )
B = Pyey + Pyly + P87 = Ppifq * Pyi8ys T P800 (20)

= .+. .+. )
gj dJXEX * dJYEY + deSZ djx1§x1 dJylEyl d321921

i=1,2; j=1,2,3.

The vector components corresponding to the fixed and moving coordinate systems
are related by

511X Sjix °x Pxi d)x 4z
sy |7 @Sy [ o Py |7 O Py |0 [ dyy [T L) 9y (21)
SJlZ sJiZ Pz P21 de dj21
i=1,2; 3=1,2,3,
where C(q,) 1s given by (2). For each fixed time t, equation (19) has a re-
presentation with respect to basis BO={EX’EY’SZ}:
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d (t) s_,,(t) S_ 4. (t) ox(t)

1X 32X 11X
dJY(t) = SJZY(t) - sjlY(t) + pY(t) s (22)
djz(t) szz(t) sjlz(t) pZ(t)

which, in view of (21), can be rewritten as

d]xl(t) Sj2x Sjlx pxl(t)

- T _
dJyl(t) = C(gl(t)) C(ﬂz(t)) sty sjly + pyl(t) . (23)
dy,1(0) 5422 i1z P,1(8)

Since the docking reference platforms are assumed to_be rigidly attached to the

modules, the column vectors [Sl] (s i )YH, i=1,2; §=1,2,3 are known
fixed quantities, and they ared * 1ndeﬁenden%y J Z of t. Thus, [p(t)]
(o (t) o) 1(t) p l(t))T can be determined from the measured quantities [d (t)]l

_(dJX (v), dJy (), d (t)) R gl(t) and gz(t) by using relation (23).

From (19), we also have

i = 4 = (5 % a2 % g2y _ (&l x gl
do=d ) e d = @l v wxe) + (85, +w,x80) - il +w 80,

(24)
where é and é ]. denote the time rates-of-change of dj with respect to the
1nert1al and mov1ng (x 2Yy024 )-coordinate systems respectively. From the ,assump=
tion that the modules ana docklng reference platforms are rigid bodies, S I

1[1 Consequently,
k =. - - 1 X 2 =. + - XSz. 25
dly=bly tuyx-d -8 +wxst =5l + @) - 0,)xs] (25)

The above equation has the following representation with respect to basis Blz

. . _ 21 2

del pxl [waSjZZ m2zsj2y wly[§jjlz wlz[s']

. nr T _ 2

1] =] Py |F Clay) Clay) g, 855, W82, mlz[s I8l o (26
. . g2

djzl Pl1 w2xsj2y_m2ysj2x [Sjlly 1y[ ]lx

27 _ 2 2 - T
where [§j]l_([§jllx’[§j] ,[s? ]1 ) C(Sl) C(gz)(s ZX’SJZy’SJZZ) . Using (26),
[B(t)]l=(pxl(t)’pyl(t)’pzl(t))T can be determined from the measured quantities
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= T
(4 (01)=(d 1 (0),d 1 (£),d,,1 ()7, 4,(£),4,(0),[w; ()] and [w,(e)],.

Thus, the complete mathematical model for terminal rendez-vous 1s given by
differential equations (6),(9) and (14) along with output equations (23) and (26).
The output variables are [Ql]l,gl, 1=1,2; [Q_J]l and [gj|1]1,3=1,2,3.

ITI. BASIC REQUIREMENTS

Before discussing the problem of deriving suitable guidance laws for termi-
nal rendez-vous, we first consider a few basic requirements,physical constraints
and difficulties associated with the problem.

(1) Duraing terminal rendez-vous, the maneuvers of the two modules must be
collision-free. Moreover, they should have a certain margin of safety. Let T (t)
denote the closed bounded spatial domain in R® occupied by the i-th module at
time t. The collision-free requirement implies that T (t)r]Fz(t) must be an
empty set for all t in the terminal rendez-vous period [O,tT]. In general,

T (t) and Fz(t) are nonconvex. We may introduce a margin of safety by imposing
a more stringent requirement that Co(T,(t))MN Co(l',(t)) be empty for all t G[O,tTL
Of course, in this case, the docking reference platforms [I. should be contained
in the boundary of Co(Fl(t)). 1

(1i) It is evident from (1l4) that the relative translational motion of the
mass centers of the two modules referenced with respect to the moving coordinate
system (x,,y,,z,) depends on the angular velocity w. and the control torque IF'
From the control viewpoint, it 1s highly desirable to minimize the effect o
this coupling so that the relative translational and rotational motions of the

two modules can be controlled almost independently.

(i11i) It 1s desirable to have the docking reference platforms Hl and Hz ap-
proaching each other in a smooth non-oscillatory manner during the final approach.
This can be fulfilled by requiring ”g_(-)llto be a smooth strictly monotone de-
creasing function of t over some subiaterval [t',t7] €[0,tp],and Hg,(t)ly+o as
t >tp. Here,we assume that the corresponding docking reference points of the two mo-
dules can be matched exactly. Thus,it is possible to have gj=g,j=1,2,3 simultaneously.

(1v) At the initiation of the terminal rendez-vous stage, it 1s desirable
to orient the modules so that their docking reference platforms face each other.
Moreover, they remain facing each other throughout the terminal rendez-vous
period. Thus, the corresponding docking reference points P and By ,3=1,2,3,
are exposed to each other optically so that gj(t) can be measared at ~any time
t E[O,CT].

(v) The complete guidance control system for terminal rendez-vous should be
on-board the modules so that no ground assistance 1s required. This implies
that the guidance laws should depend only on module-based sensor output data,and
that they should be sufficiently simple so as to permit on-board real-time im-
plementation.

Evidently, the inclusion of the foregoing requirements and constraints as-—
sociated with terminal rendez-vous leads to a formidable control problem. A

basic difficulty is that the characterization of the class of controls ECléECl(tL
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T —T (t), i=1,2, which generate the collision-free maneuvers and monotone ap-
proach cannot be readily determined. In contrast to the usual attitude con-
trol problem for a single rigid body in which the natural physical quantities
such as energy and momentum play an important role in the derivation of suitable
guidance laws, the variables to be controlled here (i.e. d,(t)) are not natural
physical quantities. In what follows, we propose an apprvach which bypasses
some of the above mentioned difficulties.

IV. PROPOSED APPROACH

The basic 1dea is to decompose the terminal rendez-vous and docking into
three phases:

(1) Acquisition Phase: At the initiation of terminal rendez-vous,appropriate
attitude maneuvers are introduced so that the docking reference platforms of the
two modules face each other. This permits the determination of the vectors
d (t) by optical methods. The task can be achieved by simple attitude maneuvers
involving one or both modules using optical or infrared sensors. We shall not
discuss this relatively simple automatic acquisition problem here.

(i1) Reference Platform Alignment Phase: To avoid the possibility of colli-
sion between the two modules to be assembled, an attitude maneuver involving one
or both modules 1s introduced when they are sufficiently far apart. The objec-
tive is to align the docking reference platforms so that

d,(t)=d,(t)=d (t;) and d,(t;)* m,(t,)= (27)

at some time t,>0, where n, denotes the unit normal vector associated with Il
directed to the exterior of the i-th module. The above condition implies that
the platforms are parallel to each other and that the corresponding docking reference
points directly face each other. Moreover, we require that the time rate-of-
change of Qj relative to the (x,,y,,z;)-coordinate system satisfies

3 - P 28
gjll(tl) 0, j=1,2,3. (28)

The above condition, in view of (25), implies

( = - 2 j= . 29

bl () = [y = wy) x831(e ), §71,2,3 (29)
(1i1) Final Approach Phase: The objective of this phase is to control the

two modules in such a way that condition (27) is maintained at all times during

the final approach. Moreover, ||d. (t)|| decreases monotonically toward zero and
at a specified time tT >0, we require

g, cepll <eps Nyl el <oy, (30)

where El and 62 are specified nonnegative numbers.
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V. GUIDANCE LAW

Assuming that the docking reference platforms face each other initially,the
problem 1s to derive appropriate feedback controls such that conditions (27) and
(28) (resp.(30)) are satisfied for the alignment phase (resp. the final approach
phase). Here, we assume that module 2 contains a control system for regulating
1ts attitude about a desired orientation with respect to the inertial frame, in-
dependent of the motion of module 1. The attitude of module 2 may vary with
time due to both internal and external disturbances and changes in the desired
module attitude. This assumption is also applicable to the terminal rendez-
vous and docking of a space shuttle vehicle (identified with module 1) with a
space station (1dentified with module 2). The problem reduces to finding
a terminal guidance law for module 1 with a moving target corresponding to the
docking reference platform I, of module 2. Since the future motion of module 2
1s not known 1n advance, usefil guidance laws cannot be derived by solving an
optimal tracking problem involving an integral cost functional. In what follows,
we shall derive a terminal guidance law for both the alignment and final approach
phases which only depends on the instantaneous states of both modules.

A. Attitude Control

First, we consider the rotational motion of module 1 described by (6), (7)
(9) and (10). Let w%(t) and qd(t) denote respectively the desired w and q
time t. Evidently, we may set wd(t) = w,(t) for t>0. The quant1 } 1s
determined by requiring the dockinig referenice platforms II, and II, to be parallel,
with their respective reference points R} directly opposite eachother as shown
in Fig.2. Thus, we have

p¢ - 8t=4d5-582, 3=1,2,3. (31)

For the alignment phase, we set gé = gé, 1=1,2,3, where gé 1s a vector which 1s

normal to the plane containing II,5; and i1its length 1s sufficiently large for en-
suring collision free maneuvers.” For the final approach phase,we setdd==dd with

small][d [|- Let B (t)=1{e _(v),e (t) € .(t)} denote the basis correspondlng to the

desired orlentatlon of Tt %e pri c1pa1 gxes of module 1 at time t; dd(t) dX(t)e +
ad(t)e +dg (t)ez,and 8d(t)=pd, ()& (t)+p L(OF, ROLNOH 1(t) Since
L§ ] —C( (t))[S ]l’ (31) has the follow1ng representatlon
~d
dX(t) SJZX pxl(t) SJlX
v () & ado |- e, en]s,, | = c@dnf| 58 | -| s , 3=1,2,3.
=3 Y 2 j2y =1 yl 1ly o
d d (32)
dZ(t) Sj22 pzl(t) Sjlz
Setting j=1,2 in (32), we have
_ _ d
dr(e) = w (6) - w,(t) = C(aJ(D))as,, (33)

where Aw and A§l are known quantities given by
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S S

2ix lix

A = - = . =

S, S1y s1iy » 1=1,2;  Aw(t) C(ga(t))A§2. (34)
5212 *liz

Note that AS is a constant vector representing the edge of II, joining the dock-

ing referencé points pi and pl. The desired quaternion for module 1 at
time t 1s a vector (t) with unit norm satisfying (33). It has the follow-
1ing explicit form:
d X .
4} = (1, sin(¥/2), 0, s1n(#/2), n, s10(8/2), cos(2/2))", (35)
where

(nl,nz,n3) (AW xAS,) /|| sw xAS (36)

5,115

|| Aw |} - (ASl)TAw t ) ) )
7 > , (+ if 9/2 is in the first or
”AE“ second quadrant, and - other-

sin($/2) = {

LHAEHZ fourth quadrant, and - other-

% wise);
SavP + (s REY } , (+ if ®/2 is in the first or
wise).

cos(9/2) = {

To derive an attitude control law for module 1, we introduce a nonlinear

transformation z,72, (gl) defined by

T

21(ay) = (a39/8945915/954093/9,) (37)

The vector z. (9_) corresponds to the so-called Gibbs vector or Cayley-
Rodriguez parame ers [14]-{16]. It can be verified that the evolution of k2

with time 1s governed by the following equation:

2dz, /dt = {(z;[w,1) (1] - B ([w; 1)}z + o)), (38)

d
where [I] 1s the 3x3 identity matrix, and B, is given 1n (13). Let Ei = (qll/
q§4,¢12/qd4,q13/q YT.  We introduce the déviations:

A dy A d _ .
[aw; 1y = logdy = Loy dy, 8z4= 2) - 2,(q)). (39)

These deviations satisfy the following equations:

dlhw 1 /de = 5 T {ACTaw, 1)) - 2AC1w1) Plow, Im T (1 ]y + 40 (40)

where f, = d[gi] /dt + I, Alw )[9?]1/2,

—d 1]1
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1z 1y 1X (:) 11 (:>
A([El]l) =| v, 0 o ]1p1= O Ily , I = OIlz s
Y1y “1x 0 Lz Liq
i=1,2, (41)
o, d d T d T, d
2d(bz ) /dt = 1(z5-bz)) (2y-bz )" + [11}1Aw 1, + {(2§-0z) 1w, (1]
d. d,T d d d
+ 21017 - B (w1 30z, - B ([Aw ] ) (z5-0z)) + 207, (42)
where
da |, d d d.T, d d d
a2 dz{/de + (@)1 - @Dyl D2 - (Wil }2. (43)
We shall use (40) and (42) to derive an attitude control law T such that
(18w, ()1 582, (e || > 0 as t>e.
] Consider the following positive definite function of ([Agl]l,Agl) defined on
R™:
v, o= [hw 1T T2 [Aw 1.+ k_ (bz) Az (44)
1 Dl Fprttydy T Kp1tREy) P2y
where k 1s a positive constant. By direct computation, the rate-of-change of

Vl withPfespect to t along any trajectory of (40) and (42) 1s given by

- T g2 _ d 2
dVl/dt = 2[Agl]lnpl{§d I[lA([w

wy 1A, 1+, T

((25-0z)) (2] ~bz) "+[ 1))z, /2

pl pl
-1 d, T d T, d T
Sy [Ty Bk (20 82y + (2970207 (w1, (A2)) Az,
T d d.T d.T
+ (a2 1) (@D Taz) - @) B (T8w 1 )0z, ). (45)
We wish to choose a feedback control [I_cl]1 such that dVl(t)/dt is nonpositive
for all t>0. A possible choice is given by
-1 _ _ d
Toq [Taqdy = £y + &y = Ty allyy T + by [T A, 1,
-2 d d T
+ kpl]Ipl {(gl—A_z_l)(gl—AEl) + [1]}A51/2, (46)
where T
.- (209 + (28-Az,) [w§1q82 + (az)T1wd1))2] + By ([Aw 1725178z, “n
1

2 2 2
2[(leAmlx) + (IlyAwly) + (Ilewlz) ]
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and Kl 1s a feedback gain matrix with positive diagonal elements:

1x
K, = k (:) . (48)

With the above control law, dV1/dt reduces to

= _ A 2 2 2
dVl/dt 2[le(IlX mlx‘) + kly(IlyAwly) + klz(Ilewlz) ] <0, (49)

and the corresponding equations for Agl and [Aglll are given by (42) and

d[Aw, ], /de = {I A([Agl]l)/z-K (1]} Aw, ]

1 - kM
+ k H {(z -Az )(z -Az) + [I]}Az /2 (50)

Note that when the attitude of module 2 varies with time, system (42) and (50)
1s nonautonomous.

Evidently, (49) implies that for the feedback control system,

12 2 2
max{kpl, 1x’ Ily Ilz}

Il Claw, (£) 1,82, (£)) [P Il (1w, (034,82, (0)) || (51)

mln{kpl, 1x® iy Iiz
for all t>0. Moreover, dV./dt = 0 if and only 1f [Awl] . Since
(zd Az )(zd Azl)T + [I] is positive definite on R? for all (zd—Ag ),
when [Awl] = 0, the right-hand-side of (50) is equal tolg if and only if
Azl 0. Consequently, the set &= {([Awl]l Azl)G'I{ : [Aw,].=0} contains only
the origin as an equilibrium state. Assuming that %he rotational motion
of module 2 is stable, there exists a positive constant ¢ such that||([w1(t)]
zd(t)ﬂl\ c for all t 20. Then, on any compact subset of R®, the rlght—hand—
sides of (42) and (50) are bounded in norm for all t >0. We can deduce from

LaSalle's Invariance Principle for nonautonomous systems [17],{18] that all tra-

jectories ([A@l(t)] ,Az_ (t)) of (42) and (50) tend to & as t+>», However, we

cannot conclude tha ([Aw, ()] Az (£))>0 as t+=», Now, if we impose the

stronger assumption that the attl%ude control system of module 2 has the property

that [w,(t)],>0 and g, (t)> q, (a constant vector) as t->®, the system (42),(50)
2

is asymptotié to the féllowing autonomous system:

dlAw, 1 /dt = (I, ACTAw,1))/2 - K “[1]} [Aw, 1,

LAY

-2;,.d d
+ k I {(glw—Agl)(Elm—Az

1T z)" + 1138z, /2, (52)

T (11} Tawy )y - By (8w ) (25 -0z ),

2a(82) /dt = {(z5 -0z ) (2] ~dz)) 2,

1
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d - [e ] 00 [oo] fe o] [eo] (o) T
where 2,6=(d)1/d,45955/95429,579,,) > and
(2§08, (1,1 )0z,

2 2 2
2[(IlXAle) + (IlyAwly)i-(Ilewlz) ]

Y (53)

1
It follows from a result of Yoshizawa [19],[20] that all trajectories of (42),

(50) tend to the largest invariant set M of (52) in &. Since M = {0},
([dw, () 11,02, (£)) >0 as t>.

Alternatively, we may add the following term IT i[ l]l to the control law
(46):
-1 _ T T 2
Moy [Tg)y = iy (A8 (01 (Bzp) " (bzy) /{2100, (1] T2, [Aw (1), (54)
where kpl 1s a positive constant. Then,

- _ 2 2 29 _ T
dVl/dt = 2[k1X(IlXAw1X) + kly(IlyAwly) + klZ(Ilele) ] kpl(Agl) Az,
-28 v, (55)

whered = mln{klx, k /(2k l)}. Hence, we have

l 3
Vl(t) <V1(0)exp{—2<5 t}, t >0, (56)

which implies that||([Aw (t)] (t))”-*O as t-> o, However, the form of (54)
is undesirable, since 1t 1s 51ngu}ar at the origin (A@l,AEl)=9,

Finally, in the special case where zd = 0 and [wd =0, the control law given
=1 = =1"1 —
by (46) reduces to
I} [x 1y = K [Aw, ], + k(1 + (Az) Az )T Az, /2 (57)
pl tte1i1 T Mt T Em 217 82355155 4
which 1s essentially the same result as that given in [14], although the above
expression has a simpler form.

B. Relative Translational Motion Control

Now, we shall derive a control law for the translational motion of module 1
relative to module 2. Let Qq(t) (resp. p(t)) denote the vector originating from
the desired (resp. actual) position of the mass center of module 1, and pointing
to the mass center of module 2 at time t as shown in Fig.3. As 1n Figure 2, the
desired location for II. 1s determined by requiring I, and II, to be parallel,with
their respective reference points R; directly opp081%e each“other such that (31)
1s satisfied for g@ d » J=1,2,3. 3 We define
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o) = pd(e) - p(o), (58)

where

p(t) = Ry(t) - R, (t). (59

Using the fact that

Xpd=wxpd’ ddp _ dAp
- - dt de |1

-2
-

" + w X8p, (60)

2 2

where d(-)/dt and [d(-)/dt]l. denote the time rates-of-change with respect to the

inertial and moving (xl,y,,z )-coordinate systems respectively, we can obtain the
following equation for Ap:

2
d“Ap dApl dwy dw d d
ol + bl o+ & + w, X = =2 +
Tdefll 2_0.)1 X dtll ~dt 8o "‘wl (—wl x8p) dt L —m2 X (—wZX 8)

- - . (61
Foo/My * By /My = Ep/My + E /M. (6D)
The above equation has the following representation with respect to basis Bl:
o . 2
(48], + 28 (Lw, 1) (861, + (B, ([w; ] )48, ([w; 1)) + w2(11} [A0];

-1 T d
-8y ([AR] DT} [T 1) = Clgy) Clay) {(B,([wy],)+B([wy] )+ Wi [T [0,

d -1
= - 2
a_d d d -
x1x 215210 & 7 Prafio T Pyafyp T 0508 [AB]lz_
(onl,Apy%,Agzl) , [32%1 = ;dApxl/dg,dAzyl/jt,;Apzl/dt) , [88]] = (4 ipxlldt ,
2 = =
d Apyl/dt »d*Ap o /deT) R, [09], (oxz,oyz,pzz) » [uly (uxl,uyl,uzl) , and

where Ap = Ap + Apylgyl + Ap

0 -Apzl Apyl
B, (laply) ={ Lo, O -804 (63)
—Apyl Apxl 0

The matrices B,,3=1,2,3, are defined in (13) and (15). We shall use (61) to
derive a contrdl law [Ejl for module 1 such that||([Ag(t)]l,[Ag(t)]l)]] > 0 as

t > »,

6Here, we consider the following positive definite function of ([Ag]l,[Aé]l)
on R
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_ 2 T T
vz—pr»O[Agll[Ag]l + [Ag]l[Agll , kpo>1. (64)

The time rate-of-change of V2 along any trajectory of (61) 1s given by

dv,/de= 2[Ag]§(-{32([91]1)+B3([g1]1)-(kpo-1)mf)[1]}[Ag]l+c(gl)Tc(g2){(gz([gzlz)

d d - -
+B, ([w,] )= 02 [T [0°], = By ([p° 1T ) (1,1, }+ By ([ap], T ]

pl [z

lp-lul e (65)

If we set

T
[al} = =8B, (L)1 )+B, (L1 )= (k-1 [T13[8p] 1+ ()€ a,) { (B, ([w,1,)+B5([w, 1)

1

+2IID (7,78, (10°1 T [ 51, + B ([0l DTY [z 3,

1
+ (e ) [11-28, (lwy 1)) (081 (66)
with kol being a positive constant, then de/dt reduces to
.. T sy o Teos '
dVZ/dt = —Z[AQ]l{kpl[I] - 231([9111)}[A9J1 = Zle[AQ]l[Ag]ls(), (67)

and [Ag]l 1s governed by the following linear time-invariant differential equa-
tion:

(081, + k([86], + k w’[8p]; = 0. (68)

It 1s apparent that the above equation for [Ap], 1s decoupled from the equations
for [Agl] and Az, given by (42) and (50). Furthermore, the control law
given by %66) involves partial cancellation of the terms in (62). Therefore 1t
1s of 1mportance to consider the effect of imperfect cancellation on the system
behavior. The imperfect cancellation may be caused by 1naccurate knowledge
of the model parameters and state variables, and actuator saturation. We model

this imperfection by introducing persistentdisturbances N 1in (68) as follows.

Lg]l

AL 2 = 3
+ kpl[Ag]l + kpowo[Agll N(t, [8p],,14p],) (69)

We require that the zero state of (68) be stable under persistent disturbances
[21],[22], 1.e. given any £ >0, there exist two positive numbers 61(5) and 59(5)
such that i1f -

1 (lap(@ 1, (881D [ <3, @),

Hg(c,[Ag]l,[Ag]l)H < 8,(e) for all [[([ap] (48] ls € and £>0,

Ll
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then the corresponding solutions of the perturbed system (69) satisfy
(e 1, 180(0) 1)1l < & for all t>o0.

It can be readily shown that the zero state of (69) is stable under persistent
disturbances for any k . > 0. By taking k sufficiently large so that all the
poles of system (68) a@e negative real, eac% component of [Ap(t)], becomes a
strictly monotone decreasing function for t > 0 and initial condition [Ap(O)] >0
and [AB(O)]1

Finally, we consider the deviation of the output variable d, from 1ts de-
sired value ég obtained from (31) and (23): J

444 - T, d .
[Aijll— [QJ]l-[QJ]l = {[1] - C(gy) C(_ql)}[%f]l + b1, 3=1,2,3. (70)

Suppose that during the final approach phase, the attitude control law given by
(46) maintains g_(t)"g_(t) Then [Ad, (t)] [Ag(t)]l, 1=1,2,3. Thus, the
monotonicity of %he components of [Ap(t)] implies that the components of
[Agj(t)] are essentially monotone.

It is apparent from control laws (46) and (66) that their implementation re-
quires the knowledge of [w. (t)] s Z (t) (or ﬂi(t))’ [p(t)]l,[p(t)]l, and the de-
sired quantities [w t)1,, %) (or qd(t)), [p (t)]1 and [p?(t)] The quan-
tities [w. (t)] and z}(t} (or g_(t» can be measured or estimated on—board module

i, Knowing [w (t) and gz(t), we can determlne_g (t) from (35), and [wd(t)]
from
d _ T
[wl ()1, = clg; () Tela, (1)) [, (0)1,. (71)
Moreover, [dd(t)] can be determined from the orientation of H Thus, [_Q_d(t)]l

can be calculated” from (31) or

047, = cla (NTEE N8} + Clay () (1d () 1,-[821)).  (72)

From the measured quantities [d (t)]l and [dj(t)] , we can determine [p(t)], and
[6(t)], from (23) and (26) respéctively Flnally, since dd|1(t) =0, we %ave
from (}5) that

601, = [WIHE) - w,y(0)) <521, = 0. (73)

Figure 4 shows a block diagram of the proposed automatic terminal rendez-vous
control system.

VI. SIMULATION STUDY
The main objective of this simulation study is to determine the performance

of the proposed feedback control system for automatic terminal rendez-vous in the
presence of actuator saturation and 1nertial parameter variations induced by
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vibrations of the flexible structural components. Here, we assume that module
2 utilizes the following control law for regulating its attitude about a fixed
desired orientation with respect to the inertial frame:

T, [Top)y = ~KpHk ) Vo [T1Hw, ) + kol

d d T
02 {(z)-8z2,) (2, - bz,) +[1]}4z,/2

(74)
d_,d,d d,d d,d.\T _ _ _d_
WLLH 2 = (4917949907 9942923794) > 2y = (91799429757 9942993/9p4) » 8272y = 2,
d\T
(z5) "B, ([w,1,) Az,

YZ = 5 2 2 3 (75)
2[(12Xw2X) + (12§D2y) + (I2zw22) ]

where k 2>0;K2 is a positive definite diagonal feedback gain matrix, and gg =

a d®“ 4 d ) .
(q21,q 2,ng,qm) is a constant vector corresponding to the desired quaternion

for modile The above control law is a special case of (46) with [9@] =90
and z; a constant vector. Table 1 gives the values of various parameters
for "modules 1 and 2 in the simulation study. These values correspond to those
of a space shuttle (module 1) and a typical space station (module 2). Figure 5
shows the motion of module 2 with initial conditions [w,(0)], # [Qg] = 0 and
q,(0) # gé. It can be seen that [gz(t)]2 and q,(t) asymptotically approach
thHeir desired values as t increases. To determine the effect of vibrations
of the flexible structural components of the space station (module 2), we let

I2Z = IZzo(l + uf sin wft), where I220 corresponds to the nominal value of I22

given in Table 1. The parameters in control law (74) are fixed at their nominal
values given 1in Table 1. Computer simulation showed that the inertial parameter
perturbations have negligible effect on the dynamic behavior of the attitude con-
trol system provided that the perturbed inertia tensor remains positive definite.
Figure 6 shows a typical result for o, =0.95 and w. = 0.5 radian/sec. Comparing
this result with that shown in Fig.5, 1t 1s evideng that the corresponding tra-
jectories of the perturbed and unperturbed systems are almost i1dentical. Ob-
viously, to minimize the effects of flexible structure vibrations, the docking
platforms should be attached to the relatively rigid portion of the spacestation.
It should be noted that for the large values of le’Iiy and Iiz given 1n Table 1,

the term involving Y, in (74) 1s small as compared to the remaining terms. There-
fore 1t can be droppéd for simplifying the control law. Computer simulation
showed that dropping the abovementioned term has negligible effect on the feed-
back control system's dynamical behavior.

To simulate the reference platform alignment phase, we set [gg] =(5,0,O)T
(meters). Figure 7 shows a typical motion of module 1. The corresponding vari-
ations of ||d, (t)|| »[Tc1(t)]y, and [u(t)]; with time t are shown in Fig.8. The
results shows that Hgﬁ¥t) |, 3=1,2,3 tené to their desired value Hg@ﬁ =5 as t
increases. At t=155 seconds, d9 is changed to (0.1,0,0)T for the final approach
phase. The subsequent time-domain variations of ”g_(t)ll,[Tcl(t)] and [u(t)]
are shown in Fig.9. The feedback gains k . and k ,~have been readjusted so
that each ||d,(-)|| 1s a strictly monotone decreasing function of t. It should be
noted that for the purpose of reducing the computation time 1n simulation, the
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feedback gains k O,k and k 9 have been set at high values. This causes a fast
system response 8ut P very P high peak values of the control variables. This
situation can be avoided by relaxing the system response time.

To determine the effect of actuator saturation on the system behavior, ampli-
tude limits are imposed on each component of the feedback controls [T ,]. and
[u], in the simulation study. The results show that for the choseﬁ—CI 1 feed-
bac% gain values, the behavior of the system trajectories does not differ appre-
ciably from that without actuator saturation if the saturation time duration is

within 25% of the transient time duration. A typical result is shown in Fig.10.

VII. CONCLUDING REMARKS

In this work, we used a mathematical model based on rigid body dynamics to
develop a guidance law for automatic terminal rendez-vous. The resulting atti-
tude control system is found to be highly robust with respect to inertial para-
meter variations. This suggests that the proposed attitude control law may be
applicable to modules with flexible structural components. In this development,
the controls are assumed to be active at all times. In practical situations
where thrusters are used, the controls are on-off in nature. We may modify the
present model for the case with on-off controls by introducing a relay with dead-
zone in each control channel. The development of guidance laws for automatic
terminal rendez-vous based on the modified model is being made at this time.

The results will be reported in the near future.

Finally, in the automatic assembly of space stations, we may utilize the
developed guidance law in the construction of self-contained control modules
which can be attached to the structural components to be assembled. These con-
trol modules serve as basic tools in the automatic assembly process.
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TABLE 1
Parameter Module 1 (i=1) Module 2 (i=2)
I (kg.m?) 1.164723%x10° 1.10472x10"
Ily 2.35767x10° 1.10472x10"%
I, 1.22723%10° 1.68772x10"
(Slix’sliy’sliz) (m') (10!1”0) (_309190)
-30,0,1
(SZix’SZiy’SZiz) (10,0,1) ( )
- -30,0,-1
(SBiX’S3iy’S3iz) (1090) 1) ( 3 )

w, =~Ju/ri = 0.6747x10 " rad. /sec.
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Fig.1l Sketch of the modules to be assembled.
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DESIRED ATTITUDE AND
LOCATION OF MODULE 1

MODULE 2

Fig.2 Desired attitude and location
of module 1.
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SPACE STATION DYNAMIC MODELING,
DISTURBANCE ACCOMMODATION, AND
ADAPTIVE CONTROL

S. J. Wang, C. H. Ih, Y. H. Lin, and E. Mettler
Jet Propulsion Laboratory
Califorma Institute of Technology
Pasadena, CA 91109

ABSTRACT

The space station is a large space structure with a unique operational
environment. Dynamic disturbances of many orders of magnitude greater than those
of conventional spacecraft will be routine for the space station. Accurate
knowledge of inflight structural dynamics and disturbances will be lacking. System
identification will reduce uncertainties. To deal with the remaining model errors
and time varying elements, adaptive control may be required. Dynamic models for
two space station configurations are derived. Space shuttle docking disturbances
and their effects on the station and solar panels are quantified. Simulation results
reveal that hard shuttle docking can cause solar panel buckling. Soft docking and
berthing can substantially reduce structural loads at the expense of large shuttle and
station attitude excursions. To achieve safe and routine operations, it is found that
pre-docking shuttle momentum reduction is necessary. A direct model reference
adaptive control is synthesized and evaluated with respect to the station model
parameter errors and plant dynamics truncations. Both the rigid body and the
flexible modes are treated. Preliminary simulation results show that convergence of
the adaptive algorithm can be achieved in 100 seconds with reasonable performance
even during shuttle hard docking operations in which station mass and inertia are
instantaneously changed by more than 100 percent.
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I. INTRODUCTION

After the Space Shuttle, the next major space endeavor will be a permanent
manned space station. The launching of an initial space station is planned for the
early 1990's. To the control technologists, this will provide new opportunities and
challenges in the design of a complex space structure.

By virtue of its mission and function, the space station will be a large space
structure with a very unique operational environment. Dynamic disturbances of
many orders of magnitude greater than those encountered by the conventional
spacecraft will be routine for space stations. Disturbance isolation and vibration
suppression for the large solar panels, radiators, and payloads will be necessary.
Methodologies for control systems that evolve with the station, from initial build-up
to its full operation, will be required. Accurate knowledge of inflight structural
dynamics, disturbances, and interactions between major system components will be
lacking. System identification and state estimation will be able to reduce
uncertainties but cannot eliminate them. Robust control designs can desensitize the
effects of these uncertainties. Adaptive control incorporated with model switching
will be able to deal with, and minimize the effects of parameter errors, unmodeled
dynamics, and the time varying elements of the station due to operations including
vehicle docking and berthing, crew motion, and assembly, etc. Fig. 1 shows the
space station operational environment and control issues. In a broader context, Ref.
1, consisting of eleven articles, discussed key technologies and problems in all major
station subsystems.

This paper deals with some of the issues stated above including the development
of space station dynamic models; quantitative assessment of shuttle docking contact
dynamics, solar panel interactions, and ways for reducing docking loads; and
adaptive control techniques for space stations. Simulations of hard and soft docking
dynamics reveal a critical design parameter. A concept of plant augmentation is
proposed. Incorporating this augmentation with adaptive control algorithms, our
initial generic investigation shows promising results. A fast convergence rate has
been observed for all simulated adaptive control cases. Further investigation of this
approach with more practical hardware implementation considerations is the subject
of continuing research.

In Section II of this report, two space station configurations and their mass
properties are described. Dynamic models for these configurations are developed i1n
Section III. Docking dynamics and adaptive control are treated along with numerical
results in Sections IV and V. Conclusions are summarized in Section VI
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Fig. 1. Space station operational environment and control issues
[I. CONFIGURATIONS AND MASS PROPEBRTIES

During the last year, several space station configurations have been developed.
Two of them are of particular interest, the two-panel and four-panel planar
configurations These configurations were developed by the NASA Task Force and
they are discussed 1n detail in this paper.

A. Pour-Panel Planar Configuration [2,3]

Referring to Fig. 2, the four-panel planar configuration is a balanced
symmetric design. This design consists of four solar panels with split resource
modules, each one associated with two 100 ft by 50 ft solar panels and two 70 ft by
20 ft radiators.

The main structure of the station measures 280 feet in length and 1t supporis
two resource modules, several pressurized modules, a 30-foot service truss, and
payloads. The pressurized modules are sized 22 ft in length by 14 ft 1n diameter and
are determined by the space shuttle payload bay size.

The station has a ground weight of 223,000 lbs, and moments of 1nertia of Ixx =

1.49%107, 1 = 3 37x10%, and I = 1.63x10’
vy A2

at the center of the structure, or X = -1.235ft, Y = Z = 0.

slug-ft,?'. The center of mass is nearly
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The solar panels are hinged to rotate about the roll (X) and pitch (Y¥) axes for
solar inertial pointing; the radiators are also hinged for articulation, and the core or
the bus of the station is pointed to the nadir direction.

Due to the large size and the flexibility, the solar panels are the dominant
factor for the flexible body dynamics.

B. Two-Panel Configuration

The two-panel configuration shown in Pig. 3 is one of the earlier concepts and
much attention was focused on it at the earlier stage of this work due to its
structural simplicity. The system dynamics is dominated by the two very large solar
panels. The panels are sized to 250 ft by 40 ft each and weigh 4000 lbs each on the
ground.

This configuration has only one radiator panel of 50 ft by 10 ft in s1ze and a
main bus structure, several pressurized modules, a berthing truss and payloads. The

entire station weighs 134,000 lbs. The moments of inertia are Ixx = 8.75x10°, I}ry =

1.58x106, and Izz = 8.60x106 slug-ftz. Due to the asymmetric design, the products

A - 4 4 ) 4
of inertia are quite high, Ixy = -9.57x10, Iyz = -4,89x10°, and Ixz' 5.18x10

slug—ft.z. With the selection of the reference coordinates as shown in Fig. 3, the
center of mass has a high bias of X =27, Y =-2.8,and Z = § ft.

e 0 WEIGHT ON GROUND
2000 LBS 223000 LBS
A3 50'
HABITAT i '
i Rwlﬁ CENTER OF MASS
LABORATORY RESOURCE X =-1,235FT
2 90"
X o/ UM LABORATCC;RY Y =0,
- "& ] LOGISTI
ORBIT J rrren SERVICE Z-0.
? STRUCTURE
(/) (30") 100°
Z NADIR

MOMENT OF INERTIA

RESOURCE
RADIATOR
k PROJECTED

<] = 7
w‘ SS ORBIT - o0 Iy <149 x10
EQUATOR SLUG-FT2
S \L lyy = 3.37 x 16°
YY 2
SLUG-FT
SPACE STATION NADIR POINTING 9 SOLAR l, =163 x 10’
SOLAR PANELS SOLAR INERTIAL 2§62

RADIATORS  ARTICULATED Y

Fig. 2 Pour-panel planar configuration
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/ Y =23
22' x 14 DIA ) Z : 5.0 FT

TELEOPERATOR  MABITAT < 35 x 10" DIA 36500 L8S
MANEUVERING . MOMENT OF INERTIA
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SYSTEM

wowaton - % NaDiR
lyy = 1.58 x 10° SLUG-FT?

I, = 8.60 x 10° SLUG-FT?
Iyy =-9.57 x 10* SLUG-FT2
lyz =4.89 x 10* SLUG-FT°
40 om lyz = 5.18 x 10* SLUG-FT?

Fig. 3 Two-panel baseline configuration

Note that the lighter weight of this station compared with that of the
four-panel configuration is due to the fact that fewer modules were considered for
this configuration rather than the structural differences between the two concepts.

[I. DYNAMIC MODELS

Three dynamic models have been developed for the two configurations, i.e., a
distributed parameter model and a finite-element model for the four-panel concept,
and a low degree-of-freedom (DOF) finite-element model for the two-panel
concept.

A. Distributed Parameter Model for the Four-Panel Configuration

This model is developed for the purpose of in-depth analysis and performance
evaluation. Dynamics in the full three dimensional space including the elastic body
motions, interbody coupling, and orbital effects are derived, discretized, and
truncated to a finite dimensional model. The four solar array panels and the
radiator panels are modeled as uniformly distributed flexible plates. The panels are
attached to the main stlation structure through flexible booms and multi- axis
hinges. The main structure is treated as a rigid body that supports all the panels and
modules,

The detailed derivation of this model is presented in a companion paper, Ref. 4.
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B. Finite-EBlement Model for the Four-Panel Configuration

The distributed parameter model is intended for performance evaluation and
analysis of higher order effects where lower order models will not have enough
resolution. However, high order models are more costly and time consurming for
data generation. Models of lower order are valuable for their simplicity and useful
for first order analysis with fast turnaround time. The finite-element models were
developed for this purpose.

Referring to Fig. 4, the main or backbone structure is modeled as two flexible
beams which are rigidly attached to the core body. The solar panels are treated as
flexible beams attached to the ends of the main structure. Two payloads, assumed
r1gid for simplicity, are hinge connected to the core body. To keep the model to a
tractable size, the beams are assumed torsionally stiff, and hence, only bending
angles and the associated deflections are modeled.

Let Z., ..., Z, be the out-of-plane linear deformations at the various locations
of the beams; 01,..., 67 be the corresponding bending angles in the pitch or Y-axis
direction; ¢2, ] 4’ and ¢ 6 be the bending angles in the roll or X-axis direction; and

Ygy? Y8y’ Yox' Yo be the payload inertial attitude angles and Ygy' Y8y’ Yox and Yg

be the correspongmg hinge angles. Since the beams are assumed torsionally st.if?:
the following constraints apply,

62 =66 :94 (II1.1)

MODEL PARAMETERS
o SOLAR ARRAYS
(EDg, = 9.48 x 10° 1-FT°
lgy + USF
Pos = 0.541 SLGIFT
o MAIN STRUCTURE
Elg = 9.48x 107 L-F12

g * L0FT
Pes - L.048 SLUG/FT
® CORE STATION

M4 = 4165,35 SLUGS

Ly = 3869 x 10° SLuG-F2
6

layy = 1343 x 16° stuc-pi2

o PAYLOADS
Mg = Mg = 994.72 SLUGS
Ly =Ly = 181t

laxs ™ loxs * 2437 x 10;1 SLUG-FT2
lays * lays = 5:637 x 10% sLuG-,12

Fig. 4 19-DOF finite-element model for the four-panel
planar configurations
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With Eq. (II1.1), and the fact that the linear displacements of the payloads are
functions of the hinge angles, etc., the model can be represented with 19 dynamical
variables.

The model parameters including mass, inertia, physical dimensions, and flexural
rigidities are specified in Fig. 4.

B.1 The Stiffness Matrix

To obtain the stiffness matrix by using finite-element technique {5], one starts
by dividing the structure into a finite number of elements, the properties of each
element are then determined. The properties of the entire structure are obtained by
superimposing those of the elements at the associated nodes. The deflected beam
shapes can be described by a set of cubic Hermitian polynomials. The stiffness
coefficients are obtained by integrating the product of the flexural rigidity and the
second spatial derivatives of the two related shape functions over the entire length
of the beam segment.

Consider, for instance, the panel -- the uniform beam identified by Zl’ 61, ZZ’
62, the stiffness matrix will be

S _ _ -
F, 6 3L, -6 3.7 [z,
T 3. 212 -3 2] e (IIL.2)
10 2(EI)S s s s s 1
= 3 _
F2 Ls 6 3Ls 6 -31,S 22
T 3L 12 -3 22| e
L & R 8 ] s L 2]

The stiffness matrix for the adjoining panel is similarly obtained. By adding the
element stiffness at the joining point, the stiffness matrix for these combined panels

18,

[F, ] (6 3L -6 3L E 0 0o [z,]
T, 3L, 2L§ -3L Li i 0 o ||e,
1
F, 2em_ |76 5"1-2 ------ 0 “"E-"-e:"“;x:- z,
T, i L:; 3L, Li g o 4 E -3L Li 0, a3
----------- [ - - - - - - -
F, 0 0 Er—e -3L 6 -3_||z,
7y | K 0 :i 3L, Li -3L_ ZLi- o5
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The stiffness matrix for the other two adjoining solar panels and that for the main
structure are obtained similarly. Combining these stiffness matrices, in a similar
manner to (II1.3) and using constraints (III.1), the following relation 1s obtained,

FS= KSZS (IT1.4)

where the force and displacement vectors are defined as follows:

T
F.=(,,T E,,T F.,T F,,T T F,,T F, T F., T,4) (I11.5)
S ( 17 716" "3" 7360’ "2’ "29’ "4’ 40’ "4’ "6 e’ "5 58 "7 16
and
T = (23 ©ys Zns Oy Ty Dy Zs Oy b1 Zos by Zy O Zoyy O)F (II1.6)
S 1" 712 73 73 T2 T2 A TA TR T T TS T8 T T
and the stiffness matrix KS is
— —_

6 a 0 0 6a 0 0 3 a 0 0 0 0 0 L J

e 2la o 0 a0 0 a0 ) 0 u 0 o 0

0 0 sa 3@ sa O 6 e 0 0 0 0 0 0 o

0 o 3a 2da e o0 0 e o 0 0 0 0 " 0

6a  3lsa 6a e 12a46B 3,8 6B 0 38 ] o 0 0 v 0

0 0 0 0 3B 2B 3B O g o 0 0 o o 0

0 0 0 0 68 38 1B O 6 8 B 0 0 0 0
K = e la na a0 0 o sl o 0 0 e tla ua . (I1.7)

S 2

0 0 0 0 38 B o o alg 8 U8B o 0 o 0

0 0 0 0 0 0 Y] [} 3,8 12a+68 3,8 6a 3La sa 3@

0 0 0 0 0 0 HeB O LﬁB LB ZLiB 0 [} 0 0

0 0 0 0 0 0 0 e 0 a0 ta 3@ 0 0

0 0 0 0 0 0 0 (a0 350 0 3@ 2k 0 0

0 0 0 0 0 0 0 e 0 6a o 0 0 ta 3@

0 0 o 0 o 0 0 Za 0 3@ o o o e 2l

Z(EI)S Z(EI)e
where a = and B = o

L L
S e
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B.2 The Consistent-Mass Matrix

The consistent-mass matrix 1s the mass matrix for the distributed mass of the
flexible structure. The term consistent signifies that this matrix 1s obtained using
the same shape functions as those used for deriving the stiffness matrix.

By following a similar approach for obtaining the stiffness matrix, the following
relation 1s obtained,

- p

]:‘S = MSC ZS (I11.8)
where FS and ZS are defined 1n (II.5) and (III.6), and the consistent-mass matrix
MS c®

—lsca 2q 0 0 st 0 ° Dg o 0 0 0 0 0 0 ]

ag 4k o o Bl o0 o 3k o 0 0 0 0 0 0

0 0 1 g s 0 0 B o 0 0 0 0 0 0

0 0 ma ah DB o o ah o 0 0 Q 0 0 0

sa DBl sa Bl adlsn 2p S 0 Dlp 0 0 0 0 0 0

0 0 0 0 e a4k By 0 D 0 0 0 0 0 0

0 0 0 0 sy Bl 0 0 s L 0 0 0 0
M = | B 3% ma 3% o 0 o wh o 0 0 B b b ik (I11.9)

SC 0 0 0 o b 3k o 0o sd b w0 0 0 0

0 0 0 0 0 0 s 0 Db I%be3la b Sk Big M Bl

0 0 0 9 0 o B o ubh 2w ab o 0 0 0

0 0 0 o 0 0 0 ma 0 @ 0 1% g 0 0

0 0 0 0 0 0 o 3 0 b o ma 4 o 0

0 0 0 0 0 0 0 Bla 0 s 0 0 0 Be 22g

0 0 0 0 0 0 o b 0 ma o 0 0 2ma &k

pSLS peLe
where az- -— and b= -——.
420 420
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B.3 The Lumped-DMass Matrix

M accounts for the distributed mass for the flexible structure but not the

sC
lumped mass associated with the rigid bodies. Let MSD be the lumped-mass matrix
for the station excluding the payloads, then
SD = diag (0,0,0,0,0,0, M 4 I ,0,0,0,0,0,0) (IIL.1O0Y
The total mass matrix, excluding payloads, 1s
MS = MSC + MSD (IIL.11)

The corresponding dynamic equation due to mass and inertia 1s

F MSZS (I11.12)

B.4 Payload Dynamics and Hinge Torque Model

The dynamic model for the payloads, bodies 8 and 9, and the hinge coordinates
arc shown in Fig. §.

To include the payload dynamics and the dynamic interactions between the
payloads and the station, the following expressions are obtained using Lagrangian
approach:

F4 - (M8+M9):Z. 4 (M L M L )G +M L8bY8 -M L9bY9y (I11.13)
Tyg + MgLg-MyLYZ, - @ 8y +M8L8 " 19Y$+M9L§)e4
(111.14)
- (18 + M8L8 L8b + M8L8b) (I9ys+M9L9aL +M9L9b)Y9y

Tdcb - (18xs * I9xs) :1;4 - I8xs.Y.8x - I9xs Y;x (IIL.15)
Equations (III.13), (II1.14), and (III 15) are used to replace F4, Tde’ and T4¢ n (II1.12).

The torques applied at the payload hinges are,

T = To s * IoyeVax (IIL.16)

Tox = I9xs2p.4 * I9xs.Y‘:)x (IIL.17)

T8y M8L8bzd + (18 +M8L8aL8b+M8L8b) 9 +(I +M8L8b) ;y (I11.18)

T9 = M9L9b24 + (I +M9L9aL b+M9L9b) 94 + (I +M9L9b)-Y9 (II1.19) ‘}
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mgr lgxse lgys

Ygx = Tgx = ¢4 = HINGE ANGLE FOR "PAYLOAD 8" ABOUT X-AXIS
Tgy = Ty - 64 = HINGE ANGLE FOR "PAYLOAD 8" ABOUT Y-AXIS
Yox = Tox = ¢4 = HINGE ANGLE FOR "PAYLOAD 9" ABOUT X-AXIS
Yoy = Yoy = 04 = HINGE ANGLE FOR "PAYLOAD 9" ABOUT Y-AXIS

Fig. 5 Payload dynamics and hinge coordinates

B.5 Equations of Motion

e 'r _ ) ] 1 1] T
Let F_ = (T8x’ l9x’ T8y’ T9y) and Zp = (Y8x’ Y9x, Y8y’ ng) be the
payload forcing and displacement vectors, the corresponding vectors for the system

can be partitioned as follows,

B Z,
F = - — and Z = —_—— (1I1.20)

B Z
p P
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The system mass matrix becomes,

where

and

M = MC + MD (II1.21)
B Lo
sc ' T15x4
My =|- -~ Lol (1I1.22)
0 Lo
L 4x15 4x4
B 1 1 T
Msp*Msp ' Mpsp
Mo | TP (1I1.23)
D 1
Mpsp ! Mpp

M is defined in (III 9) and MSD 1n (II1.10), and MSD’ MPD’ MPSD are,

SC

1
MSD

PD

-
06x3 | 6x6
e e e e e e e e e e e e e e e e — - - = - -
tn8+m9 1119L9 m8L8 0 :
I
m,L.-m_L m L2+m L2+I +1 0 l 0
9”9 878 8°8 979 “8YSs ~9YS | “3x6 (111.24)
I
0
0 Teys*loys }
e e e e e e e e e e e e e e e e e e m - - -
Ox3 | %%x6 |
_1 0 0 ]
8XS 0
) Igys 0 )
) (II1.25)
0 0 Iovs*®elan 0
0 ) 0 I +m,L2
i 9vs* ™9 9p |
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| 0 0 Igxs |
| l
I, 0 0 Loxs }
Mpsp = | Quxsé | | %xe6 (I11.26)
: “mele, Loys'mglaalan'mglgy O :
I I
| D omglgy Tgystmolg, Lopmglg, © | |
The system stiffness matrix is
!
Ks ! 015xd
K=-6-——:—b--- (I11.27)
4x15 , 4x4
where KS is defined in (I11.7).
The equation of motion is
MZ 4+ KZ=F (I11.28)

B.6 Modal Coordinates and Modal Properties

Let n(t), A, and ® be the modal amplitude vector, eigenvalue matrix, and
eigenvector matrix, respectively. Let Z(t) = ®n(t), substitute this into (I[1.28) and

premultiply (II1.28) by <I>J, then ¢>1MCD I and ¢TK¢ N\, one has the following
dynamical equation in modal form,

.o T

n+An=0"F (I11.29)
where A = diag (wi, ceey 0:9). Adding damping terms, (III.29) becomes,

n+ diag2f @ ,..,2{ o ) n + diag (mj, ey (.) Jn= olE (II1.30)

The corresponding damped dynamical equation in physical coordinates can be
obtained through transformation. Let D be the damping factor matrix, one has

115



D.-¢‘Td1ag(zclol, 20 o Yot (I11.31)

19 19

and the equation of motion becomes,
MZ + DZ + KZ = F (I1.32)

For the purpose of control, let B and C be the control influence matrix and
measurement distribution matrix, respectively. The system equations in physical
and model coordinates are, respectively,

MZ + DZ + KZ = BU (I1.33a)
Y = C(aZ + 2) (1I.33b)

and
o . 2 2 T
7 + diag (2(101, ,2(,’19019) n + diag (c.)l, ,(.)19) n=3>"BU (1I1.34a)

Y = C (adn + O (II1.34b)

To obtain the modal properties, i.e.,, to determine the eigenvalues and
eigenvectors, for the open loop system, one can either free the hinges for the
payloads, or clamp them. For the latter case, a 15-coordinate system is resulted
with 12 flexible modes and 3 rigid body modes. For the former case, however, a
19-coordinate system is resulted since the payloads are considered rigid bodies and
the hinges are freed, it ends up with 4 additional rigid or zero frequency modes.
Since this does not yield additional information, only the clamped-hinge case 1s
considered in this paper.

The modal frequencies and mode shapes for the four-panel planar configuration
with clamped-hinge case are shown in Fig. 6. These modes are divided into three
groups. The first bending group consists of 6 modes with frequencies ranging from
0.115 Hz to 0.302 Hz. These modes are formed with the first symmetric or
antisymmetric bending of the three major structures, i.e., the two solar panel pairs
and the main structure The second bending group 1s caused by the second
symmetric or the antisymmetric bending of the three major structures. The
frequencies tor thas group are much higher than those ot the first group, and range
from 1.67 Hz to 2 34 Hz The third group consists of three rigid body modes with
zero frequency

The structural and mass parameters used fo6r gene;ating these modes are shown
in Fig. 4. The flexural rigidity (EI)S = 9.48x10" 1b-ft™ has been used for the solar

panels and a value of an order of magnmtude higher has been used for the main
structure,
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MODE 4 MODE 5 MODE 6
wg " 0.16961 Hz we = 0.17794 Hz

MODE 7 MODE 8
wy* 0.21767 Hz wg " 0.28061 Hz

(a) First bending group

MODE 10 MODE 11 MODE 12
Wy " 1.6663 Hz W, L7533 Hz

MODE 13 MODE 14 MODE 15
wyy " 1.7638 Hz Wiy " 2.3364 Hz Wys " 2.3389 Hz

(b) Second bending group

MODE 1 MODE 2

w, =0 w2-0

(¢) Rigid body modes

Fig. 6 Four-Panel space station modal properties
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C. Finite-Element Model for the Two-Panel Configuration

The finite-element model for the two-panel configuration is a low order
system. It consists of only 6 dynamical variables, 3 out-of-plane translation
(Z-direction) and 3 rotations about the X-axis as shown in Fig. 7. Two flexible
beams of 250 feet long each are used to model the two solar panels. The bus and the
modules are modeled as a rigid core body located at the joint of the panels as shown

in Rig. 7.

7 6 DOF MODEL z, MODEL PARAMETERS
1 0 Z2 o
";’é El 27N 83 e SOLAR ARRAYS
./
ot M1, ot (E1) = 9.48 x 10° LB-FT

L =25 FT
p = 0.497 SLUGS/FT

® CORE STATION
M, = 390535 SLUGS
|, = 2.89 x 100 SLUG-FT*

Fig. 7. Finite-element model for the two-panel configuration

The equation of motion in both the physical coordinates and modal coordinates
are the same as (lI[.33) and (II[.34), respectively, except that there are only 6

coordinates here. For this case,

r T
Z = (21, 61’ ZZ) ez) ZB) 83) (111.358.)
n-=( Moy Nasr Mgt Nesr N )T (I1I 35Db)
Ny Tgr Mig» My» Tgr Mg
(1I1.35¢)

2 2 2 2 2 2
N=dtag(w5, 05, 05,05, 07, 07)
1 2 3 4 -1 6
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The stiffness matrix K and the consistent-mass matrix Mc are, respectively,

(6 3L -6 3L |0 0 ]
2 2 |
3L 3L 1f o 0
(KL [6oBLiz 0 g6 3L
= |
3 3L 12 0 a2 3 (2 (II1.36)
0 0 5 6 3L 6 -3
0 0 131 2 3L 2?]
(156 222 54 -BLI 0 0]
2L 42 1BL 32 o 0
F-——=--—--- e s
M AL > bL : 32 0 : a ~BL (I11.37)
C &0 (-3 321 o @82 JIE T T '
________ .08
0 0! 4 B2 1% -2
0 0 !B 32 2 42
The lumped- mass matrix is
MD = dwag (0, O, MZ’ Iz, 0, 0) (II1.38)
The system mass matrix is
M = MC + MD (l11.39)

Using the same solar panel structural properties of the four-panel

configuration, i.e., (EI) = 9.48){106 lb—ftz, and other panel parameters of Mig. 7,
modal properties of this configuration are obtained as shown in Fig. 8. Due to the
very large panel size, the fundamental frequency of this model is 0.04 Hz, much less
than that of the four-panel model. Of the 6 modes, there are two zero-frequency
rigid body rotation and translation modes, two first bending modes - symmetric and
antisymmetric, and two second bending modes. The largest modal frequency of this
model is 0.39 Hz.
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MODE 1 MODE 3 MODE 5
RIGID BODY ROTATION 1ST SYMMETRIC BENDING 2ND SYMMETRIC BENDING
w,. =0 w, =0,040 Hz w_ =0,388 Hz
1 3 5
/ N\
MODE 2 MODE 4 MODE 6
RIGID BODY TRANSLATION 1ST ANTISYMMETRIC BENDING 2ND ANTISYMMETRIC BENDING
w, =0 w4-0.0637 Hz w6-0.3947Hz

Fi1g. 8 Modal properties for the two-panel configuration model

D. Frequency Characterization of Space Station Dynamical Systems

With the availability of these space station models, the frequency
characteristics of the various dynamical systems in the space station environment
are identified as shown in Fig. 9.

N e e
P/L CONTROL BW

2

&\\\\\\ ACS CONTRO NDWIDTH

SOLAR PANEL LIBRATION RATE IN GRAV, FIELD

DYNAMICAL SYSTEMS

A

N

§ SPACE STATION ORBITAL RATE

A\
R ST T N T N R |
1074 1073 1072 107! 1 10 102

SYSTEM FREQUENCY, Hz

Fig. 9 Prequency characteristics of space station dynamical systems
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For a nominal orbital altitude of 400 km, the orbital period is 92.61 minutes and

the orbital rate is 1.8)(10—4 Hz rate. For an altitude close to 400 km, the orbital
rate will be inside the shaded narrow region in Pig. 9. The solar panel libration
frequency for quasi-solar-inertial pointing [6] will be twice the orbital rate as shown
in Fig. 9. A low bandwidth attitude control system for the space station will have a
bandwidth in the range of 0.001 Hz to 0.005 Hz. The two-panel low DOF model and
the four-panel finite-element model are shown in Pig. 9 with their modeled
frequencies identified by vertical lines. The dashed regions extending the modeled
modes represent the modal spectra that are not included in the models. The payload
attitude control systems for a range of applications will have a bandwidth in a range
centered at 1 Hz. The core body including the pressurized modules should have
structural frequencies above 9 Hz. The figure indicates that the spectral
separations of the orbital rate, the attitude controllers, and the low frequency
modes of the station structure are reasonable. However, the same cannot be said
about the structural modes and the payload controls. For instance, the payload
bandwidth falls between the modes of the first and the second bending groups. This
result strongly suggests that decoupling control of the pavload is required.

IV. DYNAMIC INTERACTION AND DISTURBANCE ACCOMMODATION

Crew motion, reboost, and vehicle docking disturbances are the major
disturbance sources. These will also cause changes of mass property. Crew motion
will cause a shift of the center of mass, reboost will result in gradual mass
reduction, and vehicle docking will spontaneously increase mass and inertia of the
system. From the point of view of time varying effect and the level of
disturbances, space shuttle docking is by far the most significant source of
disturbance. In this paper, only the shuttle docking effects are discussed.

A. Shuttle Reaction Control Subsystem Residual Rates

The shuttle Reaction Control Subsystem (RCS) consists of two major parts, the
primary (PRCS) and the vernier (VRCS) subsystems. There are a total of 44
thrusters, 38 of them are associated with the PRCS, each has a nominal thrust level
of 870 lbs; and the other 6 are associated with the VRCS with a thrust level of 24 lbs
each. Phase plane control laws are employed to determine when actuations are
needed and jet select logics are used to determine what thrusters are to turn on.
The states of the system are estimated by a two-stage state estimator with a dual
cycle time of 80 ms and 160 ms. Pig. 10 shows the phase plane control law
switching curves and parameters.

PRCS is normally employed for AV change, attitude maneuvers, and coarse
attitude control; and the VRCS 1s for fine attitude control. Since shuttle docking
requires maneuvers, PRCS must be used. Due to the high thrust level of the PRCS,
and with several jets used at the same time to maintain attitude and approach rate
while maneuvering, large residual rates result. The best achievable (minimum)
residual rates, i.e., rates obtained under ideal conditions, are AV = 0.05 ft/sec and
Aw = 0.20 deg/sec. However, these minimum rates are difficult to realize under
nominal operational conditions and much higher rates are expected. These expected
rates are on the order of AV = 0.50 ft/sec and Aw = 1,00 deg/sec.
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®  IUTTLE REACTION CONTROL SUBSYSTEM

® PHASE PLANE CONTROL LAW PARAMETERS XI = SIGN ( u.) [} Y‘ =SIGN(U) 8
.
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® TYPICAL VALUES
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SHUTTLE CONTROL SYSTEM PHASE-PLANE FOR
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® AV - 0 05 ft/sec ® AV = 0 50 ft/sec
¢ Aw - 0 20 deg/sec ® Aw =1 00 deg/sec

Fig. 10 Shuttle Reaction Control Subsystem and residual rates

The following assumptions are made:

1) Throughout the docking period, the space station attitude control system will
maintain operational on attitude hold mode.

2) TJust prior to the contact, the shuttle RCS should be set at passive mode, i.e., no
thrusters should be allowed to fire.

3) Once contact is made, latching is assumed, i.e., no separation is allowed 1in the
analysis.

B. Shuttle Hard Docking

Hard docking 1s a rather idealized condition. Under this condition, the shuttle
momentum 1s transferred to the space station for a brief period of time, At. At the
end of At, the station and the shuttle are moving together as one integrated body.
The imitial momentum of the shuttle is determined by the shuttle mass, Ms =

7.81x10% slugs (2 52x10°1bs) and inertia, I - 7.50x10% slug-ft2, and the shuttle

residual rate AV and Ao (see Fig. 10). The final velocities are, of course,
determined by the system mass and inertia.
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Dynamics for hard shuttle docking using the low order finite-element model
(two-panel configuration) was conducted for the best achievable rates case. Two of
the plotted time histories are shown in Fig. 11. The results show that the station
bus attitude will have a 2.72° excursion along with relative solar panel bending ot 1°
and tp swing of 12.6 feet. The greatest concern is the dynamic loads at the solar
panels. A relative panel tip acceleration of as much as 0.02 g resulted, and a load
analysis for a panel design derived from Ref. 7 indicates that the panel longerons
will buckle. Even before any design margin is applied, this size panel will not stand
more than 0.006 g of relative acceleration load.

40 Al T T T T 02 10 T T T T

101 05+
BUS RATE D /S —

RELATIVE PANEL ACC  FIS/S .

Lo

01 05

Q.08
[a——— BUS ATTITUDE D

L0

" 1 " - 1
0 100 200 70 6 ' 100 20 * ET)

TIME SECONDS TIME SECONDS
AV = 0,05 FT/SEC SHUTTLE COASTING BEFORE CONTACT
Aw = 0,20 DEG/SEC STATION CONTROL BW = 0,005 Hz

e LARGE BUS ATTITUDE EXCURSION (2,72°)
e HIGH PANEL TIP ACC. (0.020 G REL. ) -- PANEL TO BUCKLE
EVEN WITH BEST ACHIEVABLE SHUTTLE RESIDUAL RATE

Fig. 11 Shuttle and space station hard docking dynamics for
best achieveable shuttle residual rates

From these simulated results, one can conclude that hard docking is
unacceptable even for the best achievable residual rates.

C. Shuttle Soft Docking

Since hard docking is no longer a viable option, soft docking or berthing
concepts are the most likely alternatives. Pig. 12 shows the concept and design of
soft docking. Consider two body systems that are coupled by a set of angular and
rectilinear spring and damper devices. Let Ms and Is be the shuttle mass and
inertia, and MZ and I2 be the mass and inertia for the station. The values of the
spring constants and damping factors can be computed using the equations shown in
Fig. 12 by specifying the natural frequencies and damping ratios for the docking
devices.
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M, 1, DOCKING SYSTEM PARAMETERS
ez ez o ANGULAR STIFFNESS AND DAMPING
)
K = —_— -
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Fig. 12 Soft docking design and system parameters

A number of cases have been considered and simulated. Table 1 shows the
parameters of 9 design cases. Cases 1 to 4 apply to rotational soft coupling only.
Our analysis shows that, under the assumptions made on the relevant system
parameters, the major disturbance responses are due to residual angular rate rather
than linear rate, Table 2 shows that the relative panel tip load has dropped to
0.0046 g with soft docking design Case 3 from 0.020 g of the hard docking case.
However, further improvement from soft angular coupling is no longer possible as
indicated by Case 4 in Table 2. Additional improvement can be achieved by adding
linear soft coupling. For instance, in Case 6 which has the same angular soft
coupling of Case 3, the linear soft coupling has further reduced the load to 0.0011 g.

Table 1. Soft Docking Parameters

ase| fa]l Ky Dy I N EN K, D, av sw
NO - Hz Sec} FT-LB/RAD FT-LB/RAD/SEC Hz Sec LB/FT LB/FT/SEC |FT/SEC RAD/SEC
1 | .707 l1.000{ 225] s8.25x10 1 86x10’ DO NOT APPLY 05 20
2 707 o10] 22.5 8 25)(103 1 86x105 (Rotatigg?l)Soft Compliance 05 .20
3 |.707 | .003] 75.0 742 5 57x10° Y 05 .20
a |.707| oozfuzs 330 3 71x10% 05 20
5 }.707 ) o03]75.0 742 5.57x10° 10] 2.25 | 1 028x10° 2 313x10°| 05 .20
6 |.707| oco3|750 742 5 57x10° 03|7 50| 9249 | 6 93sx10?| o5 20
7 | 707] o10}225] 8 250103 1 86x10° 03|750] 92 49 | 6 938x10%] o5 20
8 | 707 .003] 75.0 742 5.57x10° .03]750 | 9249 | 6 938x10°] .50 | 100
9 | 707 | .010]22.5] 8.25x103 1 86x10° 03750 9249 | 6 938x10°] 50 | 100
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Table 2. Simulated Docking Dynamics

CRITICAL DYNAMIC PROPERTIES HARD SOFT
1 2 3 4 5 6 7 8 19
Bus Attitude Excursion Deg | 2.72 | 247 | 257 146 104 | 1.45]| 145 | 2,54 | 727]z.80
Habit Module Acc g | .017 | .020 | .0007 | .0005 | .0005 {.00013 8.1x1077.00022 |.00051 | 0012
Relative Panel Bending Angle Deg | .985 | 914 | .272 | .177 | .165 ] .139| .124 | 238 | .977]1.54
Relative Panel Tip Swing  Feet] 126 | 11,5 11.5 | 6.58 | 474 | 6.54 | 6.40 | 11.4 | 332580
Relative Panel Tip Acc. 9 .020 .020 0053 | .0046 | .0045 .002 | 0011 .002 .0086] 013
Shuttle Attitude Excursion Deg | 2.72 } 238 | 4.86 {13.53 | 19.6 | 13.5 | 13.6 | 482} 67.6]24.2
Linear Docking Displacement Inch 0 _ _ _ _ 44| 1.48 1.48 14.76] 14 76
Combined Disp., 2mD Compl. Inch 8.69 [ 9.73 | 3.42 | 44.74{24 34
Jable
Fig. 13 shows the time history of docking dynamics for Case 6. The core

station excursion has reduced to 1.46° in addition to the load reduction from hard
docking. The shuttle excursion has increased to 13.5°.

2 ‘ I T T | 0o 0.04 . . : . .
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AV = 0,05 FT/SEC
Aw = 0.20 DEG/SEC
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DA = 5.57 x 104 FT-LB/RAD /SEC
fA = 0,003 Hz

Tp = 75 SEC

Kp = 92.49 LB /FT

D( = 693.8 LB /FT/SEC
fi = 0,03 Hz

T = 1.5 SEC

e REDUCED BUS ATTITUDE EXCURSION (1.46°)
e REDUCED TIP ACC. TO RELATIVE SAFE LEVEL (0,0011 g REL.)
o LARGE SHUTTLE ATTITUDE EXCURSION (13.5°)

Fig. 13 Dynamic responses of soft docking with best achievable
residual rates (Case 6)

The above results were obtained with the best achievable shuttle approach rates
as was done with the hard docking case. The real test is what 1f the expected rates
are applied. Fig. 14 shows the results of the soft docking Case 8 which employs the
same soft coupling devices of Case 6 but with higher approach rates. The bus
attitude excursion has increased to 7.27° and the shuttle attitude excursion has
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reached 68°. These excursions are so high that operational safety of the station is in
doubt. In addition, the dynamic load has increased to 0.0086 g, although this is much
lower than that of the hard docking case with lower residual rates, it still exceeds
the load capacity of the large panels.

Now, it has been demonstrated that soft docking or berthing alone will not be
sufficient to solve this problem. The excessive momentum of the docking vehicle
must be removed to a low level before docking occurs. This can be achieved by a
number of options:
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~= S S BUS ATTITUDE D —— S S/SHUTTLE RELATIVE AITITUVE - -l
- EXCURSION,D
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~ ~
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{\// \ g
% ~
00(/ \ R 0 N ]
5 8U5 RATE 015~ [ e uTE RELATIVE LINEAR
50F 010 10} 50
J ] 1 t 1 i —1 <20 20 1 1 L I L 100
04 T T T T T 40 T T T T T
RELATIVE PANEL ACC  FIS/S
{ ] s
2 RELATIVE PANEL
‘I TIP SWING FEET \
b 10 \ 1
0af q 0
06 " S U | I 3 10 L 1 1 —_ 1
0 100 200 300 ] 100 200 300
TIME SECONDS TIME SECONDS
AV = 0,50 FT/SEC OTHER DOCKING PARAMETERS
Aw = 1,00 DEG/SEC ARE SAME TO CASE 6

® VERY HIGH BUS ATTITUDE EXCURSION (7.27°)
® EXTREMELY HIGH SHUTTLE ATTITUDE EXCURSION (67.6°)
¢ PANEL LOAD (0.0086 g) EXCEFDS ALLOWABLE RANGE

Fig. 14 Dynamic responses of soft docking with expected approaching rates (Case 8)

1) Augment the space shuttle with additional vernier thrusters so that refined rate
adjustments can be achieved with higher resolution impulses.

2) Attach an External Momentum Exchange System to the docking vehicle before
the docking phase starts, the excessive momentum can be removed before
docking with the space station occurs. Such an intermediate system may be
loosely coupled to the station and contain its own ACS.
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V. ADAPTIVE CONTROL APPLICATION FOR SPACE STATION

The space station 15 a large flexible space structure. As such, it suffers the
same drawbacks as other large space structures. This has to do with the large size,
the flexibility, and the way it 1s built and deployed. The size and flexibillty prevent
it from comprehensive ground measurement and test, which implies that preflight
knowledge of the spacecraft dynamics will be imprecise. Inflight system
identification will enhance our knowledge on flight dynamics but it cannot totally
eliminate the model parameter uncertainties. Structural flexibility means infinite
dimensional dynamics. Model truncation i1s inevitable. With current technology,
only a relatively small number of states can be handled in control design and state
estimation. Previous studies, for instance, control of large space antennas, have
concluded that destabilization can occur when the parameters of a design model
deviate from those of the actual plant by a significant amount [8]. In addition to
parameter uncertainties and unmodeled dynamics, there are other problems,
including time varying elements of the system. Shuttle docking can cause an
instantaneous change of mass of more than 100% accompanied by a high intensity
shock load. Station assembly, launching and retrieving of satellites, etc., will all
contribute to disturbance and model parameter variations. A viable control system
must be capable of coping with these time varying conditions, and living with
dynamic uncertainties.

Robust adaptive control system provides a potential solution for this problem.
Since the late 1970's, much progress has been made in adaptive control theory, some
representative works are described in Refs. 9-15. However, there are still many
formidable problems that require intense research efforts. One of the problems
which is most pertinent to large space structures is the unmodeled dynamics. As
pointed out in Ref. 16, all of the algorithms tested in that work have failed to
maintain stability at the presence of unmodeled dynamics. More recently,
robustness has been a major concern. Improvement in stability has been made for
some special situations [17-20]). Theoretically, flexible space structures are ideal
for adaptive control applications. However, due to the difficulties caused by model
parameter uncertainties and model truncations, some progress has only been made
more recently [19,21,22].

The purpose of this work 1s to develop and evaluate generic adaptive control
techniques for space stations. The emphasis here is to treat both rigid body modes
and flexible body dynamics, poorly known and truncated plant, and time varying
effects.

A. Problem PFormulation

Let x_ be the Np-dimensional plant states, u_ and y_ are the M-dimensional
plant inputs and outputs, respectively. Let A_, B_, and be the state, control

influence, and measurement distribution matrices of appropriate dimensions. The
controlled station can be represented by the following state space model,

x =Ax +Bu (V.1)
P PP PP

yp = Cpxp V.2)
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Consider model reference adaptive control. Let X be the Nm—dimensional

model states, and u_,y_, A , B , and C_ are similarly defined. The reference
m ‘m’ "m’ "m m
model is,
x_=A x_+B_u (V.3)
m m m mm
Y = Crn¥m (V.4)

Assume that the system (A , B, C ) 1s controllable and observable, and the
reference system (Am, Bm’ m) 1s asymptotically stable. For large flexible space
systems, it is necessary to assume that

N >>N (V.5)
P m
Define the output error, ey, as
e =y_-Y (V.6)

The design objective is, without complete knowledge of the plant, to design an
adaptive mechanism so that an adaptive control input 1s obtained such that

hm ey =0. V.7)
100

B. Control Architecture

Referring to Fig. 7, the most rigid location on the station is its core on which
inertial sensors, accelerometers and actuators are located. CMG's (Control Moment
Gyro) are assumed and are effective only for antisymmetric modes; their
controllability for the symmetric modes are essentially zero. To gain controllability
and to compensate for vibrations of the large flexible panel structure, reaction
wheels at the tips of the panels are postulated. Accelerometers and vibration
sensors for relative attitude and rate measurement are also placed at the panel
tips. Although the panel tips are far from ideal for locating hardware components,
the choice is nil. Por translational control, force actuators are required at the bus.

With the above control architectural design, the control input and output
vectors are defined as follows:

- . - 1
upl wheel torque at left panel tip
u force at central bus
P2
u = =
p up3 wheel torque at central bus (V.8)
up 4 wheel torque at right panel tip
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and - T ~ .
ypl o.ep1 + epl
y p2 aZpZ + sz
YP = = L ]
ypB aepz + sz (V.9)
L yp 4 aeps + eps

consider the dynamic model for the two-panel configuration. Let n be the modal
amplitude vector, the plant state vector x_ is defined as,

mn
x =]-2- (V.10)
R
The corresponding A_, B_, and C_ matrices are,
- ] T
Ogxs : Texs
e e L kS
A = | -0 0 S V. 0 (V.11)
p P2 1 Pr P2
\\ ! N
N 1 \
o ) o’ ! 0 222
“Ypé ! p6%pé6
R ' -
-
0
Bp = |--- (V.12)
®LB
R P
[ .
C = |aCd_ ' CO (V.13)
P L : p
where C B, and
0 0 0 0
1 0 0 0
0 1 0 0
B = 0 0 1 0 (V.14)
0 0 0 0
0 0 0 1
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In(V.12 & V.13), ®_1s the mode shape matrix for the plant. ©

and Cpk’ in (V.11),
are the modal frequency and damping ratio, respectively.

pk

C. Adaptive Algorithm

The adaptive algorithm that is focused at this time is an extension of that
developed inRefs. 21-23, in which the problems of large flexible space structures are
addressed directly. Following the work of Sobel et al. [23], the plant control input
vector u_(t) is a linear combination of the output errors ey, reference model states

X o and reference model input commands L

u () = K (tle (1) + K _(t)x_ (L) + K (thu_ (r) = K(t)r(t) (V.15)
P e y X m u m
where
- -
e
y
r= X and K(t) = [K () K. K (t)] (V.16)
m e b 4 u
u
b m -

the gain K(t) 1s a combination of proportional gain, Kp(t), and integral gain, KI(t),

K(t) = Kp(t) + KI(t.) (V.17)
where Kpand KI are, in part, proportional to the quadratic output errors, i.e.,
T —
K@) =e (ir'(t) T (V.18)
P y
> T
KI(t.) = ey(t.)r (t) T (V.19)

where T and T are gain weighting matrices to be chosen by the designer.

Let P be a N x N_ symmetric positive definite matrix, K an unspecified
M x (2M+ Nm) constant gain matrix, and S a M x M nonsingular matrix. By choosing
a Lyapunov function as follows,

T

~ 1 ~T.,T
x(t.)Pex(t) tr [S(KI— KT (KI- K)"S™] (V.20)

Ve ,K)) =e
1
where

e (1) =% (V) - x_(1) (V.21)
X P P
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*
and x (1) 1s an 1ideal trajectory, then it is found that [23] the system is
asymptoucally stable if T is positive definite, T 15 positive semidefinite, PB =

~

Cp(S S) and P 15 chosen such that there exists a K such that P(A -B K C ) +
(A B K C ) P 1s negative definite. A weaker condiuon correspondmg to requu‘mg

t.hat t.he mput output transfer funcnon C (sI-A_+B K C )Y 'B_ be positive real
for the existence of a gain matrix K 1s also possible by selecting T to satisfy a
certain condition [22].

One of the simplest structures is a flexible beam. In Ref. 22, this adaptive
algorithm was specialized to the case of a simply supported beam. With the

measurement type similar to (V.9), it has been shown that if a< (min()\.k)) ' @ nin

and a £ min (£ Qmin’ omin/o’ then the output error, e, vanishes asymptotically.

However, for a beam with more general boundary conditions, such as a free-free
beam or a space structure, these conditions can no longer be realized since these
structures have zero frequency rigid body modes.

Zero frequency rigid body modes are unstable modes. Our simulation results
show that this adaptive algorithm has failed to yield stable states or outputs.

D. Adaptive Controller with Plant Augmentation

To solve this unstable rigid body mode problem, a method termed plant
augmentation is proposed here. The plant augmentation is accomplished by
introducing an inner control loop to the plant.

Consider the equation of motion, before the damping term is added,

MZ + KZ_ =Bu - K, Z (V.22)
P P P IL™p

Where K[L 1s the inner loop control gain matrix. By rewriting (V.22) as follows,

MZ + (K +K,.)Z_ =Bu (V.23)
p IL" ©p P

one can see that the modal characteristics of the plant have been altered due to

KIL By choosing the values and structure of KIL' the rigid body modes will no

longer have zero frequencies. As a result of this plant characteristic change, a
stable adaptive control system can be realized. It is important to note that to
design such an inner loop, one does not require accurate knowledge of the plant
This 1s because the inner loop controller can be made very robust by choosing the
loop only at the location where the controllability is the highest for the rigid body
modes. Furthermore, the exact values of the augmented rigid mode frequencies are
not important; what is important is that they are ditterent from zero. Looking from
another point of view, the stability of the adaptive system has been improved by the
highly robust inner control loop. Fig. 15 shows a block diagram of the system.

Consider again the two-panel station, the location at which the rigid modes are

affected is the central bus. KIL is selected as,
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KIL = diag (0,0,Kzz, KGZ’ 0,0 (V.24)

the natural frequencies for the rigid modes can be estimated as follows,

Y
CHPR (KZZ/MZ) (V.25

17" (V.26)

©gy = (Kgy/ly

Knowing the values of M? and Iz, the selection of ©. and ®g2 will determine the
values of K?'2 and KGZ'

INNER LOOP

I CONTROLLER -l

ADAPTIVE CONTROI.I.E%

T (T x? 7
r'=(e/ x. vn
r TRANSPOSE
OPERATOR ¢
(1]
LIS
—{7]-
LS

Fig. 15 Space station adaptive control system block diagram

E. Simulation Results

Consider the plant for the two-panel station. The model has 12 states X,4
control actuators u_ and 4 measured outputs y_ as defined 1n (V.10), (V.8), and (V.9),
respectively. The corresponding system matrices Ap, Bp’ and Cp are specified by
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(V.11) to (V.14).

those shown in Pig. 8 to:

f 5= 0.3892, and f

-.921B-1 .128 -.922E-1
.382E-3 _.704E-3 .705E-3
.382E-9 .177B-3 .641E-8
®, = | .332E-3 -.745E-8 -.465E-3
.921BE-1 .128 .922E-1
.382E-3 .704E-3 .705E-3

ke

.144E-1

= 0.039, f

178

-.264E-3 -.544E-2

-.158B-1

-.969B-9

.144B-1

.264E-3

.185E-2

.135E-6

178

.546E-2

= 0.0656, f 4

.178
-.549E-2
226E-5

-.117B-3

-.177

-.548E-2

Plant augmentation has caused changes of modal frequencies from
= 0.01163, f 9

= 0.1684,
= 0. 3945 all in Hz. The modal dampmgs are assumed to be,5%
for all modes. The mode shape matrix ®_ is,

(v.27)

To evaluate the performance of the controller, the reference model is selected
to have lower order, significantly different model parameter, and high damping.

The model consists of 4 modes or 8 states, 4 inputs L and 4 outputs Ym with the

system matrices defined as follows,

i i
1
04x4 |
______________ .
A _ _(‘)2 |
m mi !
~ [}
\\ |
~ 2 ]
“Oma ',
L |
0
Bm= R
<1>§113
L
B 1
C_=}|aCd_ ' CcoO
m m : m

where B and C are shown in Section V.B. The natural frequencies are: f

fm2 = 0.03, me
modes.
weighting matrices T = T

= 0,04, f = 0.06Hz.

The modal damping ¢
The position to rate measurement weighting fact.or a = 0, Z and the gain

- diag (2.5x10°, 2.5x10°, 2.5x10%%,

1000, 1000, 1000, 1000, 1000, 1000, 400, 400, 400, 400) are used.
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(v.2d)

(V.29)

(V.30)

= 0.02,
m
= 0.707 for all

1000, 1000,



E.1 Adaptive Regulator Control with Initial Transient

The purpose of this simulation is to evaluate the convergence property of the
adaptive controller for attitude hold and vibration suppression under very large
initial transient conditions. The initial conditions for the plant are:

7, =-5.699 ft ipl - -0.877 ft/sec

0, = 0.860 deg ép1 - 0.336 deg/sec

2,y = 0.345 £ ipz = 0.035 ft/sec

6, = 0.937 deg épz = 0.037 deg/sec (V.31)
Z 5= 4071 1 éps - 1.045 ft/sec

6,4 = 0.723 deg ép3 = 0.387 deg/sec

The corresponding imitial conditions 1n the modal coordinates are obtained through
the following transformation,

T = d);zp
. (V.32)

N =®'Z

p P P

The initial conditions for the reference model are,

n. =09n_.

mi i

. T'p (V.33)
i = 0% Ty

for1=1, ..., 4.

The 1mtial states givenin (V.31) were taken from shuttle hard docking
simulation. These data correspond to the space station response at 10 seconds after
docking contact was made.

The simulation results for the plant and model physical states are shown 1n Fig.
16. These results show that the plant follows the model closely despite the
truncation and parameter errors. The results also indicate that the system
converges within 100 seconds from the transient start.
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Fig. 16 Adaptive regulator control simulation with initial transient
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E.2 Adaptive Control During Shuttle Docking

Perhaps the most stressful test to a controller is a dynamically significant
event which happens without warning. This may include major component failures,
vehicle collisions, etc. Accompanying these events, there may be high dynamic
disturbances, configuration and mass property changes. Control system stability
under these conditions is critically important to continued operation and safety of
the station.

This simulation is designed to test the controller performance and stability
under these conditions using shuttle hard docking dynamics. Shuttle hard docking
will cause instant mass property change of more than 100%, and disturbance high
enough to cause solar panels to buckle. To simulate the unexpected nature of the
problem, no model switching and model disturbance input were employed.

The dynamic responses for the plant physical variables under the same adaptive
controller of V.E.1 are shown in Fig. 17. Of course, the model states in this case are
the null states. The results show that the plant states converge to the model states
well within 100 seconds.

2z
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(b) Plant and model rotational state responses

Fig. 17 Adaptive control simulation during shuttle docking

F. Discussion

The generic adaptive control conditions evaluated here reflect key operational
properties of an initial space station. However, there are many practical issues that
require further investigation. These problems include external plant disturbances,
measurement noise, nonlinear effects including actuator saturation or gain limiting,
and effects of time delays in the control system. Also of particular interest are
melhods of improving controller robustness, effects of model switching, parameter
update, and model excitation.

V1. CONCLUSIONS
Hard docking disturbances can cause solar panels to buckle
Acceptable performance can be obtained with soft docking designs
provided that shutile residual rates do not exceed the best achievable
values (AV = 0.05 ft/sec, Aw = 0.20 deg/sec).
Soft docking with the expected shuttle approach rate (AV = 0.50 ft/sec,
Aw = 1.0 deg/sec) may threaten safety due to excessive shuttle and

space station attitude excursion.

Berthing may not be the solution, the real issue is finding the means to
take out shuttle momentum.
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10.

11.

5. Fast convergent rate has been observed with the adaptive control system
in the presence of truncated and poorly known dynamics and instant
change of system mass property of more than 100%.

6. The proposed inner-loop plant augmentation method as part of the
adaptive system has improved the system convergence significantly and
stabilized the rigid body modes.

7. The study results show promising potential applications of adaptive
control to space stations.
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ABSTRACT

Four antenna concepts--the box truss, tetrahedral truss, wrap-radial rib,
and hoop and column antenna are examined for their dynamic performance when
subjected to an operational environment. Space applications for the concepts
are numerous; however, the Land Mobile Satellite System (LMSS) was chosen as a
baseline study and its operational constraints are applied to each concept
(i.e. surface accuracy requirements, slew rates, settling time, etc.) The
dynamic response of each concept is examined in terms of structural
displacement and structural damping effects. From the dynamic responses, the
necessity of a control system for vibrational displacement reduction is
examined along with a comparison of the relative merits of each antenna
concept.

I. INTRODUCTION

Large space structures have one common characteristic--flexibility. This
single characteristic has initiated many man-hours of study and research into
the effects on mission performance and the controllability of these effects.
Currently, these large flexible space structures consist primarily of antennas
ranging from tens to hundreds of meters in diameter, with a wide variety of
space applications. Consequently, the behavior of these structures, when
subjected to external forces such as those required for attitude control,
often significantly impacts the ability to achieve the mission objectives.

For comparison of the various antenna concepts, the Land Mobile Satellite
System (LMSS) mission has been examined for baseline technical requirements.
The structural concepts analyzed have numerous additional applications such as
microwave radiometer antennas and Earth observation platforms. A LMSS is
capable of providing mobile communications for commercial and government
applications in the continental United States and Canada as an augmentation to
existing and planned land mobile terrestrial systems. The satellite system
would provide "narrow band" telecommunications services such as mobile radio,
telephone, dispatch, safety, and special radio services,I and thin-route fixed
telephone and data services in the 806 to 890 MHz band.
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Four different large antenna structural concepts are examined. The first
three antenna concepts (55 meters in diameter) include two lattice truss-
structures, the box-truss and tetrahedral-truss antenna, and a cantilever-beam
structure, the wrap-radial rib antenna. All are parabolic offset-fed systems
with a focal length of 82.5 meters (focal length/diameter (f/d) = 1.5). The
remaining antenna concept (122 meters in diameter) is a tension-stabilized
hoop and column structure which forms a center-fed, quad-aperture system with
an effective aperture of 55 meters and an effective f/d of 1.5. Finite-
eclement models of these structural concepts are shown in Figure 1.

The antennas are subjected to external forces which could be experienced
in an operational environment; in this case, the dynamic responses of the
individual antenna structural configurations are examined to quantify
structural errors such as decenter, defocus, RMS surface roughness, and
angular rocking. Performance comparisons of the individual concepts and their
ability to meet LMSS mission requirements are assessed. From these
comparisons, the necessity for and extent of active control is determined. In
the examination of the effects from various external forces, a range of
material damping ratios from 0.2 percent to 2.0 percent is used parametrically
to simulate the variability in manufacturing of the structural members.

II. STRUCTURAL CONCEPTS

The antenna concepts all vary in the type and number of secondary
subsystems attached to each system. These subsystems include components such
as telemetry packages, control jets, reaction wheels, and other components
necessary to complete an autonomous spacecraft. To determine the dynamic
characteristics of the basic individual antennas, the subsystems which would
tend to mask the dynamic characteristics were removed from each concept.
However, the mass of the communications feed and solar arrays, located at the
end of the feed mast of each antenna, were included in the analysis to provide
a better representation of an antenna structure. The same mass (1500 kg) was
assigned to each concept. This resulted in structural and mass models that
are directly comparable from concept to concept.

Summary data for each structural concept are shown in Figure 2. The
structural mass includes the structural members, joints, and reflective
mesh., The total spacecraft mass is the structural mass in addition to the
1500 kg added mass. The design and sizing of the structural members of the
various concepts for sufficient static-load-carrying capabilities, from such
sources as gravity gradient, aerogynamic drag, and thermal-induced loads, were
analyzed previously for the LMSS. For the tetrahedral truss concept, the
ggaphite/epoxy dish members were designed with a bending stiffness of 6500 N-
m~, while the mast, also comprised o; graghite/epoxy members, was designed
with a bending stiffness of 3.9 x 10’ N-m“. The feed mast for_the radial rib
antenna was designed with a bending stiffness of 3.6 x 10’ N-m~. Each of the
24 ribs of the radial rib antenna was designed with an approximate bending
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stiffness of 2.2 x 10° N-m2, based on the varying cross-section. However, the
thin-ply cantilever rib will not support its own weight under a one-g bending
load due to its low bending strength.

The mast of She hoop column was designed with a large bending stiffness
of 7.5 x 10 / N-m=, while the hoop itself will spror a 1.5 x 10° N load
which results in a bending stiffness of 5.5 x 107 N-m“. The tension members
were sized to a 1.25 ratio of maximum allowable member stress to maximum
experienced tensile stresses. The horizontal fo%ding members of the box truss
were designed to a bending stiffness of 8200 N-m“~ which would support a 1000 N
compressive load. The vertical mgmbers are square-finned tubes and were sized
using data from a previous study.” The box truss dish mast used the identical
graphite/epoxy structural members as those of the dish.

III. DYNAMIC ANALYSIS METHODOLOGY
Modal Analysis

The dynamic response synthesis and analysis are performed utilizing the
Interactive Design and Evaluation of Advanced Spacecraft (IDEAS) system.
This system allows the user to create a finite-element model and perform
numerous types of analyses, including modal analyses, with the use of the
finite-element Structural Analysis Program (SAP), and dynamic response
analyses. Another analysis program, Engingering Analysis Language (EAL), was
also used for confirmation of the results.” The intent of this is to obtain
independent confirmation of the modal analysis and subsequent dynamic response
results using more than one program. The modal analysis utilizes the
eigenvalue/eigenvector determination technique for the extraction of the modal
frequencies and mode shapes. This method calculates the eigenvalues and
eigenvectors of the undamped free vibration equation,

(MIX + [K]Ix =0 (1)
and the resulting eigenvalue/eigenvector equation,
[K1[4] = wa® [M1[4] (2)

where [K] and [M] are the global stiffness and mass matrices, respectively,
associated with the finite-element model. Wn< and [#] are the eigenvalues and
eigenvectors (or modal frequencies and mode shapes), respectively, associated
with the free vibration of the model. These values were determined using a
subspace iterative technique.

Each structural concept was subjected to this type of modal analysis to
determine the first four modal frequencies and corresponding mode shapes. The
results of the modal analysis are shown in Figures 3-7. Both the SAP and EAL
modal analysis of the radial rib antenna are shown (Figs. 5 and 6) to
demonstrate the modal analysis capabilities, including accuracy, of the
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simpler SAP model. The results illustrate the flexible nature of all the
various large antenna concepts. However, one antenna concept, the box truss
antenna, produced significantly higher modal frequencies than the three
remaining concepts. This is due to the relatively stiff nature of the mast
and reflecting dish. The three other configurations all had a lowest natural
frequency on the order of 0.1 to 0.35 Hz, while the box truss was an order-of-
magnitude higher. These low frequencies, which result from low structural
stiffness, will result in higher vibrational amplitudes.

The major spacecraft substructures contributing to the low frequencies
can be determined from the mode shapes for the various frequencies. (The mode
shapes shown are magnified to better illustrate their relative shapes.) For
the hoop and column, radial rib, and tetrahedral truss antennas, the first
modes are due to the flexible nature of the communications feed mast. The
dish movement contributes only to the higher natural frequencies. It is
apparent that the lower frequencies of the particular structure will dominate
the dynamic response analysis; therefore, the need and possible control of
these lower modes must be examined.

Application Of External Force And Structural Damping

The dynamic response of the various models depend entirely on the results
of the modal analysis, the internal damping, and the external forces
experienced by the structural concepts. The latter two are incorporated in
the analysis through the use of the following equations which defines the
dynamic response of the structure:

[4]1 + 2pWnlq] + Wnllq] = [B1T[F] (3)
[yl = [#1lq] (4)

The [q] and [y] matrices represent the generalized and true nodal
displacements of the finite-element models at a particular instant in time.
The external force and internal forces are represented by [f] and p,
respectively. The external forces are applied at the desired nodal locations
in the form of a forcing function dependent on the mission slew and slew rate
requirements., The structural damping ratio, which varies with the natural
frequency of the structure, currently can only be determined accurately
through the use of experimentation. Therefore, a range of damping
coefficients is examined. The solution of the above second-order differential
equation in terms of the generalized deflection is performed using an
iterative technique based on the modal displacement and the modal velocity.

Operational Force Requirements
The external dynamic forces experienced by the four antenna concepts are

based upon slew and slew rates somewhat larger than the original mission
requirements to demonstrate the dynamic merits or disadvantages of each
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structural concept. Three conditions were examined: two slew rates, 0.1
deg/sec and 1.0 deg/sec, and a maximum nodal deflection condition, each with a
20-degree slew. Slewing is accomplished by thrusters located at the LMSS feed
position to produce large moment arms and operate in a bang-coast-bang firing
scheme. Two thrusting directions were examined, one parallel and one
perpendicular to the plane of symmetry of the spacecraft (in the case of the
hoop column antenna, only one thrust direction was chosen due to the
symmetrical nature of the antenna). A firing sequence was chosen for each
thrust direction to produce the maximum nodal deflections, thus establishing
an upper limit on the possible magnitudes of the modal deflections for each
antenna concept. The firing duration was chosen to be half of the natural
period of the dominant mode corresponding to the direction of thrust. The
coast duration was chosen to be an integer multiple of the natural period to
produce an approximate 20-degree slew. The various spacecraft moments of
inertial along with the various moment arms led to the differing firing
sequences. In the case of the box truss antenna, the firing sequence to
produce maximum nodal deflections was found to be identical to that used to
obtain the 1.0-deg/sec slew. All of the firing sequences used to meet the
slewing requirements are shown in Figure 8. A thruster force of 300 Newtons
is needed for the higher slew rate and was used for the lower rate to provide
a worst-case dynamic response. The dynamic response scales linearly with the
thruster force.

The internal damping ratio applied parametrically to each antenna concept
has a range of 0.2 percent to 2.0 percent and was chosen as representative of
the current values for candidate materials. Due to the lack of other damping
mechanisms present on Earth, such as air damping, only energy dissipation due
to material damping is present. The variation of the damping ratios with the
natural frequencies was not taken into account due to the lack of adequate
experimental data on the subject. Therefore, the same damping ratio was used
for all the natural frequencies; however, the range studied appears adequate
to cover variations due to materials and natural frequencies.

IV. ANTENNA CONCEPTS DYNAMIC RESPONSES
Structural Accuracy Requirements

Each of the antenna concepts was subjected to forces that would be
experienced during an operational mission. The dynamic response of the
various structural concepts is examined in terms of antenna structural
requirements to meet the operational mission needs. These structural
requirements are based on the electromagnetic performance requirements of the
mission; decenter, defocus, angular rocking, and RMS surface roughness
(illustrated in Fig. 9). These mission criteria are then compared to the same
parameters generated from the dynamic response analysis. Since the antenna
concepts under examination have a wide variety of space applications, a
specific mission, the Land Mobile Satellite System (LMSS), was chosen as a

145



baseline study to demonstrate the relative merits and disadvantages of each
concept.

The LMSS satellite would be placed in geosynchronous orbit over the
continental United States and would require a pointing accuracy of 30.1
degrees absolute with a peak directivity loss of no more than 0.1 dB. The
pointing requirement is comprised of two components, angular rocking and
decenter. Angular rocking refers to the rocking motion of the dish, while
decenter is the lateral movement of the communications feed with respect to
the center of the dish. The peak directivity loss requirement is a function
of the operation wavelength (A) (37.0 cm for the LMSS mission). The
electromagnetic performance requirements of defocus and RMS surface roughness
contribute to directivity losses. Defocus is the deviation in position of the
dish relative to the feed along the focal line. RMS surface roughness is a
measure of the surface deviation from the idealized parabolic shape. The
structural accuracy tolerances for RMS surface roughness, defocus, decenter,
and angular rocking, are on the order of A/16 (2.3 cm), A/2 (18.5 cm),

12.3 cm, and 6 x 104 radians, respectively.” Each of these quantities is
determined using the dynamic loads program in IDEAS at various time points
after the maneuver to obtain the spacecraft's dynamic configuration. At each
particular time point, the nodal displacements of the dish and the feed are
calculated. From the dish nodal displacements, a best-fit parabola is formed
to represent the new dish shape, which in turn, is used for the calculation of
the RMS surface accuracy, defocus, and angular rocking.

Dynamic Analysis Results

The maximum vibrational responses of the different antenna concepts, in
terms of the structural accuracy tolerances, are listed in Figures 10-13 for
the different firing sequences. The thrusters were fired in two different
directions and only nodal deflections occurring after the firing sequence were
examined. These dynamic responses are all based on a damping ratio of 0.2
percent, which would provide the worst possible dynamic response of each of
the cases tested. The settling time shown is based upon the time required for
the antenna structure to fall within that particular accuracy tolerance set
forth for the LMSS mission. From the results of this analytical test, the
relative merits and disadvantages of the individual concepts are readily
apparent.

All of the antenna concepts were well within the RMS surface roughness
requirement of 2.3 cm demonstrating the ability of the four concepts to retain
a basic parabolic dish surface. In the case of the tetrahedral truss antenna
(Fig. 10) the structure failed to meet two of the four accuracy requirements,
decenter and angular rocking. The angular rocking surpassed the LMSS
requirements in all but one test case, but the subsequent settling time is
minimal. This is due to a contribution of only the higher modes to the dish
rocking. However, decenter error far exceeds the requirements and the
settling time is well beyond a reasonable limit. This large error is due to
the first two modes of the structural concept, which basically deal with only
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lateral translation of the dish and the feed. Thrust in the parallel
direction excited the first mode which is a translational displacement in this
direction. This resulted in the extreme values for decenter. The second
mode, excited by the perpendicular thrust direction, dealt primarily with dish
rotation about the focal line with only minor dish translation. This led to
lower values for decenter error. The defocus error of the antenna was well
within the requirements due to the primarily in-plane lateral movement of the
antenna dish. The dynamic response of the antenna to the two firing sequences
resulted in a smaller response for the 1.0 deg/sec slew than for the 0.1
deg/sec slew. This is due to the ratio of the longer thrust duration to
natural period for the higher slew rate which, near the end of the firing
sequence, produced a force in the direction opposite to the motion of the
nodal vibration response. Therefore, the maximum possible nodal deflection
(which corresponds to an intermediate slew rate between 0.1 deg/sec and 1.0
deg/sec) was determined to provide an upper limit. Examination of this upper
limit revealed that the displacements far exceed acceptable values for angular
rocking and decenter. However, it retained its accuracy in terms of defocus
and RMS surface roughness.

The radial rib antenna (Fig. 11) exhibited very different response
characteristics to those of the tetrahedral truss antenna. The results
presented were determined using two different programs, IDEAS and EAL. Only
results pertaining to pointing could be determined from EAL. These results
are presented as a confirmation of those obtained from IDEAS. The EAL modal
analysis resulted in a mast truss structure mode (mode 2) that did not appear
in the SAP analysis due to the simple modeling of the mast as a singular beam
element with similar properties. However, the absence of this mode in the
IDEAS analysis did not have a major effect on the results. The EAL modes
dealing with pure rib movement (modes 4-6) had lower frequencies due to the
ability to better model the lenticular shape of the ribs. This is a possible
explanation for the discrepancies in the results between IDEAS and EAL. In
addition, the simple modeling of the dish-mast connection in the IDEAS finite-
element model contributed to the discrepancies. From these results, the
angular rocking and defocus tolerances were exceeded by the vibrational
response of the radial rib antenna. The angular rocking of the dish far
exceeded the LMSS requirements and the settling time is very large due to the
slight structural damping. The large error due to perpendicular thrust is a
result of the first vibrational mode of the antenna which is excited by this
thrust direction. For thrust in the direction parallel to the plane of
symmetry, the angular rocking is due to excitation of the second and third
modes. The defocus error, which is based on the movement of the entire dish
in a direction along its focal line, exceeds the accuracy tolerance only when
the thrust 1s applied in this direction. This is due to excitation of the
second mode which is the only mode of those examined which deals with the out-
of-plane translation of the entire dish. The decenter error, which dominated
the dynamic response of the tetrahedral truss, easily met the requirements.

As in the case of the tetrahedral truss antenna, a larger dynamic response was
obtained with the smaller slew rate. This again due to the ratio of the
longer thrust duration to natural period for the 1.0 deg/sec slew. When this
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antenna concept was subjected to a firing sequence that resulted in the
maximum dynamic response, it was well outside reasonable limits for angular
rocking in both thrust directions and defocus for the parallel thrust
direction case. The decenter and RMS surface roughness requirements remained
within the LMSS tolerance.

The dynamic response of the hoop column antenna (Fig. 12) met most of the
mission requirements. (The results were obtained using EAL due to the
inability to create a working SAP/IDEAS model.) Angular rocking, resulting
from the first and third modes, was the only parameter to exceed the
displacement requirements. The subsequent settling time for the 0.1 deg/sec
slew was within reasonable limits. For the maximum response case, however,
the angular rocking had a much larger settling time. The slew rate of 1.0
deg/sec produced smaller angular rocking which is, again, due to the long
thrust duration and the chosen coast time. In the case of decenter, the
antenna's mode shapes appear to produce a large error, however, the mode shape
is only relative and the displacements are severely exaggerated.

Consequently, the decenter error is sufficiently small to meet the accuracy
requirements. In terms of defocus, the antenna performed adequately.

O0f all four of the antenna concepts, the box truss (Fig. 13) is the only
concept to remain well within all the structural accuracy tolerances when
subjected to the operational environment and a firing scheme that would
produce maximum nodal deflections. This is due to the relatively high modal
frequencies inherent in this type of truss structure and the structural
rigidity of the feed mast.

Concept Dynamic Response Comparisons

Each individual antenna concept has its own merits and disadvantages in
terms of its dynamic performance when subjected to loads incurred during an
operational mission. Figure 14 is a comparison of the four antenna concepts
in terms of ability to meet the mission requirements. The rankings are based
upon the results obtained with 0.2 percent damping which probably best
represents the actual structural characteristics. The concepts are ranked
according to how well each met the displacement accuracy requirements or the
resulting settling time. Each accuracy requirement has equal importance in
the evaluation of antenna performance and a comparison of antenna concepts in
terms of differing requirements has not been attempted. The box truss antenna
far exceeded the other concepts in terms of dynamic response and the ability
to retain its predesigned shape and, therefore, must be taken into
consideration for future space missions.

The next most successful antenna concept was the hoop-column antenna
which failed to meet only one of the requirements, angular rocking. Due to
the value of the lowest modal frequency and the relatively small angular
rocking error, this antenna is an excellent candidate for vibrational control
through increased structural damping.
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The tetrahedral truss antenna follows in terms of dynamic performance and
the ability to meet mission requirements. This concept failed to meet two
requirements adequately, decenter and angular rocking. The extreme magnitudes
of the decenter error negates the use of increased damping as a control
measure. Use of this antenna concept would require either an active control
system for structural accuracy control or a redesigning of the feed mast,
which was the cause of the two lowest modal frequencies which resulted in the
high response amplitudes.

For the radial rib antenna, which exhibited the worst response, the
flexible mast supporting the feed contributed greatly to the low structural
rigidity observed. This high flexibility must be actively controlled or a
redesigning of the feed mast structure is required. A redesign of the mast
structure would probably not result in a major difference due to the "L"
shaped nature of the feed mast required for this antenna concept. The ribs
also have a low modal frequency which cannot be effected greatly by rib
redesign due to the rib length requirements and mass limitations.

Structural Damping Eeffects On Dynamic Results

An alternative to active control of vibrational response is through the
use of increased structural damping. Structural damping (or internal damping)
is the only passive mechanism available for internal energy dissipation which
is responsible for the vibratory action of the structure. To examine the
effects of structural damping on the maximum nodal deflections and the
resulting settling time, damping ratios ranging from 0.2 percent and 2.0
percent were examined. Example results for the feed nodal deflection of each
concept with damping ratios of 0.2 percent and 2.0 percent are shown in
Figures 15 and 16. As would be expected, the maximum nodal deflections
decreased with increased damping ratios as did the resulting settling time.
The major effect of a structural damping increase is on the settling time,
which closely obeyed the exponential decay law for a damped oscillatory system
with the natural frequency being that of the lowest mode that was excited.

In terms of the structural accuracy tolerances, the errors of the
individual concepts would all decrease with the increased damping ratio. An
example of structural damping effects on the accuracy errors and the
corresponding settling time, for the case of decenter error exhibited by the
tetrahedral truss antenna, is shown in Figure 17. The results are
representative of the responses of all the concepts to varying structural
damping. The increase in damping had only minor effects on the deflections;
however, a marked decrease in the settling times did occur. Therefore,
manufacturing the concepts for increased structural damping could be
effectively used in controlling structural accuracy in terms of settling time
for the accuracy tolerances that were exceeded by a reasonable limit. In the
case of large errors, an increase in structural damping to 2.0 percent will
not satisfy the LMSS requirements and other methods for suppression of the
dynamic response must be examined.
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CONCLUSIONS

Large antenna conceptual designs were evaluated in terms of their dynamic
response to applied forces representative of those encountered during mission
operation. The LMSS mission was selected for the baseline technical
requirements. The antenna's vibrational responses were evaluated for
decenter, RMS surface roughness, defocus, and angular rocking error and then
ranked accordingly. The effects of increased structural damping were examined
as a possible means for vibration suppression and reducing settling time. The
box truss antenna exhibited excellent response characteristics in meeting the
LMSS mission requirements and far out performed the other three concepts. The
three remaining concepts, the hoop-column, tetrahedral truss, and radial rib
antenna, either require increased structural damping or active controls for
vibrational response suppression.
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Figure 10. Tetrahedral Truss Antenna Dynamic Response
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Figure 12. Hoop Column Antenna Dynamic Response
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ANTENNA POINTING OF LARGE FLEXIBLE
TELECOMMUNICATIONS SPACECRAFT

B. Govin and A. Bousquet
MATRA, Space Branch, BP n°1
78146 Velizy, France

ABSTRACT

This paper presents some results obtained during the investigation of attitude
control problems for large flexible telecommunications spacecraft. A

typical S/C configuration is described and modeled by modal data derived from a
finite element analysis.The effect of structural flexibility on radio-frequency
sensor is analyzed. Model reduction using modal gain considerations is applied.
Two control concepts are investigated : separate central body and antenna
pointing control using direct feedback laws, centralized control using

modal observer and optimal control.

Performances of each concept are assessed and conclusions about the algorithm

implementation are drawn.

1. INTRODUCTION

The structures that are now proposed for communication satellites include large
solar arrays and large deployable antennas and masts. Furthermore, increasing
antenna size and power, and sometimes political constraints, lead to higher
requirements for the antenna pointing accuracy (few hundredths of a degree).
For the achievement of these objectives, the problem of interaction between

the spacecraft structure and control has a very high significance.
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Distributed attitude control concepts become more and more attractive : each
antenna beam could be pointed independently through antenna pointing
mechanisms (APM) and radio-frequency sensors (RFS), the main body attitude

orientation being measured by means of infra-red observation (IRES)[ﬂ .

This paper presents the analysis and design of attitude control system for a

large flexible telecommunications spacecraft during high level thrust North-
South station-keeping (NSSK) . The following configuration of sensors and

actuators 1s considered :

- Infra-red earth sensor (about roll and pitch), yaw rate integrating gyro
(RIG) and three-axis bipropellant reaction control system on the central

body ;

- RFS and antenna pointing mechanisms for antenna beam control.

The objective of the study 1is to determine what level of performance one

could achieve with two different classes of control design ; these are :

- Separate antenna beam pointing and central body attitude control using

direct output feedback laws.

- Centralized control concept using state estimation and feedback making

use of all sensor outputs and control informations.

Satellite configuration and dynamic modeling are first dealt with. Interactions
between structural deformations and R.F detection are discussed. Order reduc-
tion methods are applied to get simplified models. The two different classes
of controller are then studied. Performance evaluations and critical

assessments of implementation problems are finally discussed.
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IT. SATELLITE CONFIGURATION AND MODELING

The satellite configuration comprises mainly (see figure 1)

~ a rigid central body in which are located the infra-red earth sensor, the

gyros, the antenna horns and the thrusters,

- one large flexible antenna (10 m diameter) with typical mode frequencies of

3 Hz,

- a flexible antenna support (typical frequency O.1 Hz) clamped to the central
body,

~ two long flexible solar arrays (30 m x 1.6 m) with 0.1 Hz bending mode
frequencies,

- an APM providing a two—axis orientation of the antenna with a range of

* 2.0 degrees.

The typical mass properties are the following :
. S/C mass : 1800 Kg
. S/C inertiae : Ix = 1.4 103 Kg.m2

Iy = 1.5 104 Kg.m2

Iz = 1.6 10° Kg.m2

250 Kg.m2

. antenna lnertila

A Full NASTRAN free-free model is derived for the spacecraft, corresponding to
one orientation of the solar arrays and antenna, This model is well adapted

to some distributed control design but a non-linear model with several S/C
configurations must be used for the performance evaluation. In the NASTRAN
model, the APM is modeled as a linear stiffness.

It uses the classical transformation :

- X = ? q (n
on the linear system :
- m¥ + kx = F (2)
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where m 1s the mass matrix, k the stiffness matrix, F a vector representing
forces acting on the structure, x the vector of mass—element translations
and rotations, ¢ the modal matrix the columns of which are the mode shapes and

q the vector of mode amplitude. The equation (2) becomes
2
M (q+ 2 q) = $TF = $TBpu (3)

where ()2= diag ( 0)%) and Wi 1is the frequency of the i-th mode ; M = diag
(M;) and M; 1is the generalized weight of the 1-th mode ; u 1is the control
vector with a dimension equal to the number of actuators ; Bp is a matrix

specifying the actuator load on the structure. A sensor measurement vector

is defined by :

y = Hpu + Hyd (4)

where the matrices Hp, and Hy are determined by the position (Hp) or velocity
(4,) sensor location and measurement axes. Defining the state vector x of the

system by :
x = (a@T (5)

Equations 3 and 4 can be represented in state-space notation as

%X = Ax + Bu (6)
y = Cx @))
where
A=1{0 I (8)
-n2 0
B = 0 9)
M) T
M $'B,
and
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¢ = b H P (10)

The svstem described by Equations {6)and (7) is in a canonical form and is, in

theory, of i1nfinite dimension.

The following table gives the NASTRAN outputs in termsof mode frequency and

general1zed mass,

Mode Frequency, GM. Description
Hz kg x 10°3
16 0 Rigid Body Modes
7 0589 0900 Solar array — first sym bending
8 0619 0256 Large antenna - first lateral trans
9 1329 0107 Large antenna & solar array — pitch
10 1346 00885 Large antenna — roll
11 1361 1843 Solar array — 1st anti-torsion
12 1368 0614 Large antenna pitch — sol array & 1st sym torsion
13 1791 1096 Solar array — 1st anti-bending ant roll
14 2205 0268 Large antenna pitch & lat trans
15 3528 0899 Solar array — 2nd sym bending
16 4465 0633 Solar array — 2nd anti bending
17 5747 0992 Solar array — 2nd anti-torsion
18 9747 0991 Solar array — 2nd sym torsion
19 7362 1046 Solar array — 1st in plane bending
20 7668 0367 Astro mast bending — spacecraft roll
21 9694 0908 Solar array — 3rd sym bend
22 1.152 0498 Solar array — 3rd anti-bend
23 1188 0609 Astro mast bending — spacecraft pitch
24 1224 0679 Solar array — 3rd anti torsion
25 1224 0684 Solar array — 3rd sym torsion
26 1375 0320 Astro mast bending — spacecraft roll
TABLE 1 - EIGENFREQUENCIES OF THE S/C MODEL
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IIT. ACTUATOR AND SENSOR MODELS

Only APM and RFS models are briefly described here. The selected APM motor is a
stepplng motor commanded in a continuous or quasi-continuous (microstepping)

way. The following model has been used :

_Toe =T T Tq
- # STEPPING 2 P
CENTRAL BODY MOTOR ANTENNA
Xy, P, “30 Pj
[ Commanded angles o, p.

Figure 2 : APM motor model.

with :
T =T tAd A, - X, =~ X
o o 5"'2Ae ( 17 %y C) (11)
T :T (] Tr - - c
P VY (Pe- P - Pe)

where T, ,T} are the applied torques, T, the holding torque, 48 the step
amplitude, o, , &, , Ps > P% the actual rotations at stator and rotor modes

and &, and Pc the commanded positions.

The RFS considered here is of the amplitude comparison monopulse type. The
measurement of the Earth beacon direction is given by the mismatching of the
4 horns placed 1n the focal plane of the diffraction spot. The effects pro—
ducing RFS outputs are :

i) the relative translations between horns and reflector

ii) the rotation of the reflector

iii) the rotations of the horns (negligible)

iv) the reflector flexible modes.

As an approximation, the reflector flexible modes are not taken into account

here.
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The figure 3 gives the references and notations for computing the effect (i)
and (11) :

. X, ¥, Z 1is the satellite reference set

. X, ¥, z 1is the RFS reference set

. R is the vertex of the reflector

. B 1s the horn location

. 60 is the rotation around y axis (parallel to Y axis) which defines the

RFS reference

. £ 1is the focal length.
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With these notations, the RFS outputs ( « RFS”bRFS) with respect to rigid
body rotations ( &%,, fp, ), relative horn/reflector translations ( 4X , &Y )

and reflector rotations (8 , 8;) are :

Keps = A, _%l + 4 cos‘a,.e, - 5mn 20, 6y
(12)
Bors = o +(8X o', - 0z sm20,) fleos'®, + 28y
rigid body flg;ibility effects

assuming the beam deviation factor equal to one. The distributed nature of

the RFS is well described by equations (12),

IV. CONTROL REQUIREMENTS AND MODEL REDUCTION

The control system must be designed using the antenna beam angles with

respect to the earth reference system as performance measurements (allocated
pointing error : 0.05 deg,3c0 ). For the central body, the allocated pointing
error is 0.1 deg (3 o). The disturbance models are derived from the thruster

configuration used for station-keeping maneuver,

Figure 4 : THRUSTER CONFIGURATION DURING STATION KEEPING

(Using off-modulation).
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Plume effect, thrust uncertainty and misalignment, and center-of-mass shift

produce unbalance torques of about 1 Nm (x,z). Uncertainty is assumed to be

20 2 of this wvalue.
The selected model reduction principle is then the following :

- from the expected disturbances and control requirements the control bandwidth

is determined on simplified models.

- the model 1s truncated to include all frequencies up to some multiple of the

control bandwidth (max. frequency : 3 Hz)

- modal gain considerations are then used : modes which contribute little in
all the input/output transfer functions are neglected.
By the way, modes which are not excitable or which are not observable are

discarded.

- however, modes which may be unstable are not discarded even though they

have low modal gains (modes 22,26).

It is clear that this procedure must be tested after controller design on a
complete validation model. From the modal gain considerations, the mode clas-
sification is shown in table 2 for the RFS/APM loops (roll and pitch transfer
functions). Finally modes 7, 11, 17, 18, 21, 24 have been discarded.

17 modes are retained for the control analysis. Furthermore control about pitch
axis can be decoupled and a further reduction is done for state feedback

(section 5) :

. 4 modes are retained inside the control bandwidth using pitch measurements

and torques on central body and antenna (5,9,12,14).

5 modes are retained for roll/yaw control (4,6,8,10,13).
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RANK FLEXIBLE MODE
XiBLE FREQ?EQEY Wy MODAL GAIN

1 10 0.13 7.73 . 1076
2 13 0.18 7.77 . 1077
a Z 12 3-222 9.99 . 10:2
S . 6.76 . 10
5 20 0.77 3.10 . 1078
6 2 1.37 -2.14 . 1078
7 22 1.15 -1.63 . 107°
1 9 0.13 7.98 . 1076
2 12 0.14 9.83 . 1077
43 14 0.22 8.32 . 107/
Sy 4 23 1.19 1.66 . 107/
=005 25 1.22 1.13 . 1077
6 15 0.35 3.33 . 10710
7 18 0.57 2,12 . 1010

TABLE 2 : DOMINANT MODES IN RFS/APM LOOPS

(Using modal gain considerations)

V. SEPARATE LOOPS USING DIRECT OUTPUT FEEDBACK

A simple approach using independent mono-variable control loops has been first
tested (see figure 5). A minimum mode excitation from central body control is
achieved by CAUER filtering (see figure 6). On the contrary, because of the

high accuracy required on the antenna beam pointing, thisloop needs a large

bandwidth. However it can be seen on the root locus for RFS/APM roll loop,
(figure 7) that the loop bandwidth is limited by the presence of flexible mode
26 (astromast bending) which may become unstable. Furthermore, weakly damped

oscillations appear in the closed loop response (as a classical drawback of the

direct output feedback technique).
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Consequently, poor antenna pointing performances are obtained (see figure 8).
It is clear that the use of additional actuators and sensors would improve

antenna pointing performances but this is beyond the scope of this paper.

VI. CENTRALIZED APPROACH USING STATE ESTIMATION AND FEEDBACK

The objective is now, using the same set of actuators and sensors, to develop
modal control algorithm to assess the performances which could be achieved,
Basically, a LQG control is selected by minimizing a quadratic performance
index :

.
1 T
J = b .r./ (xFX + UTGU) ot (13)
]

Ts 00

[ ]
for the system evolution X = AX + BU, where F and G are state and control

weighting matrices. The control U is given by :

A
U = -KX (14)
where K = ¢~1 BTp (15)
0= PA+ ATP + F - pBG”! BTP (16)

X 1s the estimate of the controlled state through the observer :

A A A
X = AX + BU + L (Y -CX) (17)
Y = cX (18)
where L = SCTR™! (19)
= as + saT-scTr™! ¢cs + @ (20)

R and Q are measurement and process noilse covariance matrices.

However extension of standard LQG design using frequency-shaped cost func-

tionals (ref.[2])enables spillover and disturbances reduction (see figure 9).
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As an illustration, let us consider a high control weighting at high

frequencies to reduce spillover :
W s w
G(Jw)=7°—-‘3 (21)

we now define a new vector U by
U + w U = w, U (22)

the performance index can be written in the form :
T . -
J = lim .i/(x¥x+LJBU)dt (23)
T 00 TO

the feedback control law will be
U = C1X + CyU (24)

and therefore

U + @Wo(1-Cy) U = WoC X (25)
U = @[sI +w,(1-C3) ] "lclx (26)

In the same way, consider that we want to attenuate modes higher
than W, 1n the sensor measurement Y. Let Y be the filtered measu-
rement

Y = Wo Y (27)
S+ Wy

Equation (27) makes us consider an additional state equation
2 = _ WpZ + W,CX (28)

The original measurement equation Y = CX has become Y = 2z for the

augmented state representation

e

= Ax + BU (29)
=~07Z + w,CX

Ne
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the corresponding asymptotic observer will have the form :

A - A
AX + BU + Ly (Y -2)

A A - A
-w,Z + W, CX + L, (Y-2)

DNDe bdde
n

(30)

VII. NUMERICAL RESULTS AND CONCLUSION

A 10 order observer including spillover filtering has been deve-

loped using 2 inputs and 2 outputs for central body and antenna

beam control around pitch axis. Simulation test runs gave a

number of interesting results (see typical output in figure 10)

. due to the optimal control, the stability margins are very good,

robustness is good for the controlled modes and no performances

degradation is observed when the frequency

changed by 20 7,

of the modes 1is

. in the nominal case (with a microstepping motor for the APM)

the performances are

-~ for central body pointing roll = 0.048

pitch =0.050
yaw = 0.155
- for antenna pointing roll = 0.040

pitch = 0.045

as concerns equipment, it appears that the

deg
deg
deg

deg
deg

use of gyros for roll

and pitch measurement would give significantly better results ;

the continuous feature of the APM is very 1nteresting since 1t

does not constitute a mode exciltation source.

Implementation on a microprocessor (TI SBP 9989) has been analyzed

Briefly, for control algorithm involving 4 modes for each axis,

total computation time of 50 msec has been found (using fix
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double-word arithmetic). This allows sampling frequency up to

12 Hz which is compatible with the control bandwidth used in vali-
dation examples,

In conclusion, state feedback techniques associated with frequency
shaping filters have been tested for the antenna beam control
(through RFS and APM) and central body attitude control. These
techniques enable performance improvement of typically 0.05 deg
at antenna level. Computation load 1is reasonable. Further works
will be necessary to fully validate this concept with a complete
non-linear model taking into account modal parameter dispersions
and S/C configuration changes. For that, there is a need of
further development of modeling and model reduction techniques

and of ground and flight test methods.
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DESIGN AND EVALUATION OF CONTROL SYSTEMS
FOR
LARGE COMMUNICATIONS SATELLITES

M. E. Steiber
Communications Research Centre
Ottawa, Canada

ABSTRACT

Control techniques for future large flexible spacecraft are being developed in a joint indus-
try, university and government research project. Control design and analysis are supported by
a comprehensive CAD system. The proposed Operational Mobile Communications Satellite
(OMSAT) featuring a 44 m offset fed antenna is used as target application. A reduced version
of a high fidelity dynamics model of the satellite serves as a benchmark system. Requirements
for satellite attitude control and communications beam pointing are defined. The following
control methods are applied to the system: standard linear optimal regulator (LOR) with
Luenberger observer, LOR /observer with selective spill-over suppression, frequency shaped
LOR, LOR with closed-loop order reduction by cost decoupling, and Robust Servomechanism.
The design results are compared.

1. Introduction

Several spacecraft missions under consideration in Canada will require the application of large
space structure technology Of particular interest to the Department of Communications (DOC) is
the Operational Mobile Communications Satellite (OMSAT), proposed for the mid 1990’s {1]. This
geostationary satellite, originally planned as a joint U.S.-Canada project, would provide mobile com-
munications service in the 800 MHz band throughout Canada and the 50 United States. The mission
requires 106 communication beams and a large reflector to generate beam patterns small enough for
reasonable beam separation and frequency reuse [2]. The beams of 0 5 degrees width require pointing
accurate to 0 05 degrees. In a configuration tradeoff study [3], the spacecraft configuration shown in
Fig 1 was selected from 34 candidates as the baseline for the OMSAT mission. It features an offset-fed
antenna configuration with a 44 m diameter reflector, a 70 m angled support tower and a 38 m solar
array delivering 8.2 kW of power. The spacecraft mass is in the order of 3500 kg, with the center of
mass located outside the physical structure.

The engineering challenges to design, build and test such a spacecraft are quite significant and
dynamics and control has been identified as a critical area [4]. A joint industry, university and gov-
ernment research project led by the Communications Research Centre (CRC - a DOC lab) undertakes
to develop the attitude and orbit control techmiques required for this class of spacecraft [5]. This
paper summarizes some aspects of this joint effort. A Computer-Aided Design (CAD) system, used
for development, evaluation and verification of control techniques, is described in Section 2. A bench-
mark spacecraft dynamics model and benchmark control design requirements are defined in Section 3.
A prelimmary comparison of several control methods applied to the benchmark case is presented in
Section 4

2. Computer-Aided Control Design System

A comprehensive Computer-Aided Control Design System has been implemented at CRC i Ot-
tawa in collaboration with Ruhr University, Bochum, F R.G. This system essentially 1s the KEDDC
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package developed under coordination of Schmid [6] at Lehrstuhl ESR (Prof. Unbehauen) of Ruhr
University. It serves not only as an efficient tool for control system analysis conducted at CRC but is
mtended to also play a role as an interface and stimulus for the communication between the various
research groups within industry, universities and CRC.

F1g 2 provides a block diagram of the main components of the CAD system and their interfaces with
the applications environment specific to large space structures projects. The major components are a set
of interactive non real-time programs for system and signal analysis, a database, an extensive program
hbrary and, to be implemented in the near future, real-time programs interfacing with experimental
hardware.

The package supports a wide variety of operations for system manipulation and analysis, control
system synthesis, simulation and signal processing. The methods are essentially limited to finite
dimensional hnear systems. Systems may be represented in any of the 10 different forms shown in Fig.3
and transformed with ease between time domain, state space and frequency domain. The choice of
system descriptions includes deterministic and stochastic input/output signals, continuous and discrete
time transfer matrices, continuous and discrete state space representations, as well as matrix fraction
descriptions.

The users interact with KEDDC through a command driven dialog and can perform operations
m arbitrary sequence, accessing the implemented methods and algorithms like tools in a toolbox.
Menu and help facilities normally enable even casual users to master the system without reference to
manuals A KEDDC session does not require any pre-planning or programming as forgotten steps
can be interlaced in the dialog at any time, such that a "hang-up” cannot occur. The solution of
common subtasks is usually supported by a number of numerical options in order to ensure efficient
and accurate solution of high order problems (e.g. 13 numerical options for the solution of stationary
Riccati equations).

Access to a common database improves the communication between research groups working on a
common project and ensures that individual developments are based on common grounds In particular,
access by all users to high order models, system order reduction and control design procedures can
help to improve the interfacing between dynamic analysis and control design (Fig. 2) KEDDC also
forms a common software base reducing the duplication of program development. Methods developed
during this project are also being applied to studies on flexible manipulators and the Space Station.
However, the idea of using KEDDC as a common forum for the exchange of data and software is only
slowly gaining acceptance in industry and at universities participating in the project, mainly because
remote users face the inconvenience of limited data transmission rates, and the necessity to familiarize
with another computer system.

KEDDC 1s organized as an open system, parts of which may be added, updated or removed at any
time This unhmited extendability is of particular importance in an apphed R&D environment with
on-going development of new programs and methods The development of non real-time programs
presently focusses on methods for the reduction of the order of open- and closed-loop systems. As
mndicated 1n Fig 2, program development is supported by the program library which contains about 1000
routines for basic mathematical functions (LINPACK, EISPACK, polynomial operations ete }, control
engineering, database management and graphics. Program development may take place on other than
the target machine as the numerical hbrary programs are portable. Implementation of existing real-
time programs on state-of-the-art hardware will allow immediate implementation of control algorithms,
on-hne system identification and adaptive control (Schmd [7]) of ground based hardware experiments,
which are i preparation (Hughes [8]).
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3. Benchmark Dynamics Model and Control Requirements

One objective of the control studies is to explore the interaction between control systems and space
structures with uncertain and unmodelled dynamics. A second objective is to develop robust control
techniques for this class of systems. The 'strawman’ chosen for this study is the OMSAT of Fig.1,
because the spacecraft design has progressed to a level of detail which permitted the development of a
realistic and coherent dynamics model with much attention to detail.

Fig.4 shows the various stages of the modelling and model order reduction process. Finite element
dynamic models of the three flexible substructures (solar array, tower and reflector) were developed
separately (Hughes [9], Brouillette [10]). Data for the reflector was interpolated from data provided
by JPL on 15m and 55m wrap-rib designs. After eliminating some flexible modes from the array
and reflector models on the basis of a combined modal momentum and frequency criterion, the flexible
substructure models and the rigid spacecraft bus model were combined into an overall spacecraft model
with 65 flexible vehicle modes and 8 rigid body modes (Hughes [9}).

The equations describing small motions of the spacecraft can be represented in the following form:
t=Az+ Bu+ Huw (1)

where u denotes the control inputs and w denotes disturbance inputs. When the motion of the system
(1) 13 described 1n undamped modal coordinates, the state vector z contains the amplitude and velocity
associated with each mode and A assumes the form

0 I
A= [—n’ ~(D +G) (2)

with
I : identity matrix
Q = diag (w,), w, = frequency of i** mode
D : damping matrix (non diagonal)
G : gyroscopic matrix (non diagonal)

The control objective is accurate attitude and communications beam pointing. Analysis of the ray
geometry etc. leads to the defimtion of a performance output vector

z2=Pz (3)

where P is a performance distribution matrix describing how much the excitation of each state con-
tributes to the elements of the beam pointing error. The control objective is expressed by the cost
functional

= [T 4
Vv /onzdt (4)

where Q 15 a positive definite weighting matrix for the error components (e.g., roll, pitch and yaw
error). This cost functional is used in the further reduction of the model order by Modal Cost Analysis,
(Skelton, Hughes, Hablani [11], [12], [13]). The total cost V; for all flexible modes is the sum of the
cost V, of the individual flexible modes :

V] = E V| (5)

Jlez modes
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If the structure is hightly damped (D assumed diagonal) and if there 1s no stored momentum
(G = 0), the cost V; of mode i depends only on its own characteristics. For unity impulsive type
mputs, the cost of each flexable mode is:

p.TQPt + w?p,1,‘.+.me+t
4,w3

Vi = {lorm -+ I (6)
with
p: = 1*? column of P

b, = 1'* row of B

m = total number of modes

1
G = '2_w—‘Du
In a relatively simple expression, (6) states to what degree the following modal characteristics influence
the modal cost: modal frequency w,, modal damping ratio ¢, the importance of each mode in the
performance output (p,) and the degree to which each flexible mode is excited (b,). Modal cost of rigid
body modes 13 not defined (“oo”) in this sense

The 11 most significant modes account for 97 percent of the total cost of all 65 flexible modes of
this model Fig 5 shows their frequencies and respective cost. A reduced model containing (besides
rigid body modes) only these 11 flexible modes was chosen as benchmark model for control studies.

For the control benchmark case, the spacecraft is assumed to be in a conventional N-S stationkeep-
ing maneuver. Attitude control during stationkeeping has been identified as a critical operation during
recent analysis of the Demonstration MSAT mission, due to large unknown torques caused by thrust
level uncertainties The control objective is to maintain attitude control and beam pointing during the
stationkeeping maneuver Stationkeeping itself is assumed to be controlled by a strategy independent
of attitude control and hence the three translational spacecraft rigid body modes, describing the orbital
kinematics, are deleted from the model. Fig 6 shows the baseline actuator configuration with three
reaction wheels and four thrusters located at the spacecraft bus, four thrusters at the tower tip and
two reflector gimbal torquers. During stationkeeping a thruster based control system is assumed with
the reaction wheels locked at zero speed. For the control studies, 22 N bipropellant thrusters were
baselined 1 order to explore the implications of relatively high thrust levels on the structure, although
electric propulsion 1s considered a more viable option, especially for stationkeeping.

For control design, the following simplfying assumptions are made: the 8 nonlnear (one way)
thrusters are combined to form 5 equivalent independent, linear actuators. (An approximately linear
thruster characteristic may be obtained by Pulse Width Modulation or Pulse Frequency Modulation
although some excitation of high frequency modes will be concomutant with this technique ) Further,
sensors with 1deal characteristics are assumed to provide the following measurements. spacecraft bus
attitude and angular rate about three axes, two reflector gimbal angles, and the relative displacement
between spacecraft bus and tower tip 1n two directions. The sensor output y is described by

y=C=z (7)

The 10 outputs were chosen from a larger set, considering the feasibility of the sensor implementation
and the spectral condition of the system output matrix C

Thus, the benchmark control model described by eq (1) and (6), has 7 control inputs, 10 measured
outputs, 5 ngid body modes, and 11 flexsble modes and 1s completely controllable and observable
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Sensors and actuators located at the spacecraft bus and reflector hub, respectively, are mechanically
connected by rigid mounts. However, sensors and actuators are not dual (B # CT;CB > 0).

The requirements for the control system are:

1) stabilization of attitude and communications beam in presence of uncertain and unmodelled
plant dynamics,

2) regulation of attitude and beam against environmental disturbances and thruster inbalances,
and

3) spacecraft rigid body response time constants in the order of magnitude of the lowest space-
craft flexible mode. (The absolute value of the closed-loop eigenvalues associated with one or
more rigid vehicle modes shall be larger than the frequency [rad/s| of the lowest frequency
elastic mode.)

Although it has not been shown yet that the last requirement is a necessity for the OMSAT mission
it is considered important for this study in order to ensure that interaction between control system
and structure occurs.

4. Preliminary Comparison of Control Techniques

A number of methods have been suggested in the literature to solve the generic space struc-
ture controls problem and most current methods were summarized by Balas [14]. Kosut, Salzwedel
and Emami-Naeini [15] present a comparison of five control techniques applied to a tetrahedral truss
structure. Under this project, so far the following control techniques were applied to the OMSAT
benchmark:

1) standard linear optimal regulator (LOR) with Luenberger observer,
2) LOR/observer with selective spill-over suppression,

3) LOR/observer with frequency shaping,

4) LOR with closed-loop system reduction by cost decoupling,

5) Robust Servomechanism (optimal dynamic output feedback).

Work on a comparison of these techniques only has started, and the results presented here are
preliminary. All methods with the exception of 5 initially are applied without consideration of the
requirement 2) for disturbance rejection. The undisturbed spacecraft model (w = 0) is decomposed
into a controlled subsystem, a secondary subsystem and a residual subsystem as shown in (8), with
the subscripts c,s,r denoting controlled, secondary and residual respectively:

Z. Ace A Acrq Ze B.
Z,| = | Ase Aus Aer z, |+ | Be|u (8)
z, Are Ar, An_ z, B,
-Zc
V= [Cccacr] £ (9)
-zf
2c = Pczc (10)
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For all methods except 4), this decomposition is just a rearrangement of the modes of the modal rep-
resentation (1) The dimensions of the sub-state vectors z., z,, z, and the order of the subsystems are
denoted n., n,, and n, respectively. The control systems are designed on the basis of the controlled
subsystem, and in some cases with additional information about the secondary subsystem. The resid-
ual subsystem comprises all known plant dynamics not used for control system design. The minimum
numbers of controlled and secondary states required to design a control system which fulfils the re-
quirements 1) and 3) are used as criteria for comparison of the control methods. For all design cases,
the minimum n. and n, are summarized in Table 1, together with the following additional criteria: the
minimum number of flexible modes required to be included in the controlled subsystem, m,., order and
stability of the feedback compensator system and the maximum relative perturbation A of the plant
modal frequencies tolerated by the control system (as implicitly defined by Qpersurted = (1 — A)02).

LOR and Luenberger observer

This design method yields a feedback compensator of the form
u(s) = —F(sI - A, + EC. + B.F)~'Ey(s) (11)

with
E : observer gain matrix
F : controller gain matrix
s : Laplace variable

No secondary system is considered in this method. With well known procedures (e.g. see [16]),
E is designed such that A, — EC, has desirable eigenvalues and F' is determined such that the control
law u = —Fz. minimizes the cost functional

[= o]
J = / (2T Qzc + puTu)e**'dt (12)
0

with
p : scalar relative cost factor
a : exponential weighting factor

The location of closed-loop eigenvalues is controlled by p and a and chosen to fulfil requirement 3)
For design case la the controlled flexible modes are selected according to their modal cost (Fig.5) and
inclusion of 10 flexible modes into the controlled subsystem is required to obtain a satisfactory control
system with this design procedure (n, = 30,m. = 10). In design case 1b the flexible modes to
be included in the controlled subsystem are selected by ascending frequency. Only the nine lowest
frequency modes need to be considered to obtain a satisfactory result. This indicates that modes with
low open-loop modal cost may still be important for control design, as in this case the mode at 1.02
rad/s (Fig.5) Other observations are that, for this particular design, the compensator system (11)
13 unstable (Johnson [17]) and that the closed-loop system is very susceptible to perturbations of the
plant dynamics A change of less than one percent in the modal frequencies is sufficient to cause
wmstability.

LOR/observer with selective spill-over suppression

The spill-over suppression techniques applied here was suggested by Yuan [18] and an essentially
similar method 1s described by Kissel and Lin [19]. It yields a compensator of the form (11) with E
and F having particular properties. For observation spill-over suppression (design case 2a in Table 1},
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F 15 determined on the basis of (12) as described above while the observer gain matrix E is chosen
such that C, is in 1ts null space:

E=EoTo (13)

with
ToC, =0 (14)

By this choice of E, the observation spill-over term is nulled for the secondary subsystem, which
may only contain a limited number of flexible modes for a nontrivial transformation To to exist
(ns < dimension(y)). Accurate knowledge of the mode shape of these few selected modes is required
in order to compute Tp, while the modal frequencies do not need to be known. Application of this
method in conjunction with full order Luenberger observer design is appealing, because it makes use
of the available design freedom without restricting free pole placement.

However, two difficulties are encountered in the benchmark case: although one would expect to
be able to suppress spill-over from 4 secondary modes because there are 10 measured outputs, the
pair {ToC,, A.c} becomes unobservable when attempting to suppress more than two modes. The
compensator with spill-over suppression for two modes fails to stabilize the system even in absence
of any residual plant dynamies (n, = 0), because the controlled and secondary (suppressed) modes
of the system are lightly coupled through the off-diagonal elements of the damping matrix D. This
problem possibly could be overcome by transformation of the system to damped gyroscopic natural
modal coordinates (Vigneron [20], Meirovitch |[21]). The problem indicates however, that the suppres-
sion technique is not very robust because the coupling through damping is extremely light. Stored
momentum aboard the spacecraft would significantly increase the coupling between flexible modes in
non-gyroscopic coordinates.

In a dual manner, the method may also be applied to suppress control spill-over (design case 2b).
The control feedback gain matrix F' of the compensator (11) is chosen to be of the form

F =TcFo (15)

with
B,Tc =0 (16)

In the apphcation of this method to the benchmark similar problems as for observation spill-over
suppression become apparent. The pair {BcTc,Acc} becomes uncontrollable when trying to suppress
spill-over from more than one mode. The closed-loop system is unstable in presence of the suppressed
mode, without any restdual modes. The combination of control and observation spill-over suppression
for one mode (case 2c) yields a compensator which stabilizes the closed-loop system in presence of
the suppressed mode, but fails to stabilize the system when residual modes are included in the plant
dynamics.

LOR/observer with frequency shaping

The extension of the LQG method to include frequency-shaped weighting matrices in the cost
functional 1s described by Gupta [22]. In the application to the OMSAT benchmark problem, the
following cost functional is used to optimize the controller:

7= [ [a2(i)6" () PTQP.Glw)zju) + o (fw)ul o)l ds (t1)

—00

189



where * denotes conjugate transpose, w is frequency and G(jw) is a n. by n, frequency shaping matrix
of the following form:
G = diag(g,)

_Wa
Jwtwy

gy = {
0 Vi=Ze+1 .n,

Vi = 1...1'5& (18)

This diagonal form is chosen, because relative and combined weighting of the states according to
the control objective is already performed by PTQP,. The zero elements correspond to beam pointing
rate terms which have zero weight. The resulting compensator is of the form of (11) but with additional
dynamics 1n the state-feedback controller.

I
F=F(s)=Fp|---- (19)
Gr(s)

where Fr is a constant state-feedback matrix computed for an appended system with state vector

%e | and q(8) = Gr(s)zc(s) . Since the beam error rate has no weight 1n the performance ndex,

the order of the compensator is %nc. The order increases significantly when higher order frequency

shaping functions are used. In the particular benchmark design case (#3 in Table 1), this method did
not yield any improvements over the standard LOR/observer design and the compensator obtained
was open-loop unstable.

Closed-Loop System Reduction by Cost Decoupling

This method is a direct extension of Skelton's [19] concept of cost decoupled coordinates to closed-
loop systems. To the author’s knowledge this extension was presented for the first time by West-
Vukovich and Hughes in [24].

For a system of the form (1) the loop is closed by optimal state feedback. The closed-loop
system then is transformed to so-called cost decoupled coordinates. In this coordinate system, the
cost, as defined by the cost functional of the optimal regulator problem, for regulation upon nitial
conditions or impulsive disturbances, 1s the sum of independent cost elements which are a function of
the characteristics of each particular state only. The transformation to cost decoupled coordinates is
found from the solution to the attendant Riccati equation and the expected value of initial conditions
or impulsive disturbances. The closed-loop cost for each state of the transformed system is evaluated
and the states with high cost are combined to the controlled subsystem of (8) while the states with
low cost form the secondary subsystem. No residual system is considered (n, = 0). Optimal state
fcedback for the controlled subsystem forms the final controller and may be obtained by truncation of
the state feedback gain matrix for the transformed full order system:

u=-FpTHz. (20)

with
Fp . state-feedback matrix of controlled subsystem in cost decoupled coordinates
Tp * orthogonal transformation from cost decoupled coordinates to original coordinates.

This approach is still under investigation and, so far, no observer was included in the design
The ideal state-feedback control system, however, suffers from control and observation spill-over in the
presence of the secondary subsystem The results given in Table 1 (case 4) were obtained for a case
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similar, but not 1dentical to the benchmark. Spill-over effects lead to closed-loop instability when the
number of controlled states n. is less than 15.

Robust Servomechanism

This approach developed by Davison [25],{26] optimizes a general dynamical compensator system
1n order to synthesize a control law. The application of this method to the OMSAT problem is described
by Davison [27] and results in a generalized PID type controller and servocompensator of the following
form:

K
u=—Ki(y - ypef) — sKa2v - —:—(u = Yret) (21)

with
K, : constant gain matrices
Uref © (filtered) reference input

The compensator gain matrices K, are determined without reference to any secondary subsystem
(ns, = 0) However, the measured output required for implementation of this compensator is different
than the sensor complement provided in the benchmark model and may include elastic deformation
rate signals. The results listed in Table 1 (case 5) were obtained in a design not aimed at the benchmark
requirements and violating requirement 3) by an order of magnitude.This design, however, achieves
rejection of low frequency disturbances and is robust in the sense of |25].

Table 1
Preliminary Comparison of 5 Control Design Methods applied to the OMSAT Benchmark

Case Method n, m, n, Comp. Comp. A
Order Stable®
la LOR - Modes by Modal Cost 30 10 0 30 no
ib LOR - Modes by Frequency 28 9 0 28 no .009
2a,2b,2¢ Spill-over Suppression Jails to stabilize system
3 Frequency Shaping 28 9 0 42 no 007
4 Closed-Loop Reduction® 15 | — 17 | 15°
5 Robust Servomechanism? 18 4 0 o/ yes
Remarks.

a: Compensator open-loop stability

b: The case considered here is ssmilar but not identical to the benchmark; the design only approximately
fulfils the rigid-body response time requirement. )

¢: Assumes full-order observer which was not included in this particular design.

d: This design requires other measurements than provided in the benchmark model and violates the rigid-
body response time requirement by an order of magnitude.

€: Actual (i ¢ not mmimum) number of flexible modes included for design; other results indicate that only
as few as one mode may be required to obtain stable design with this method.

J: Assumes availability of rate output signals.
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5. Observations, Conclusions and Direction of Further Work

The CAD system KEDDC has been found a very efficient and versatile, almost indispensable tool
for the reliable analysis of high-order systems. Its architecture and user interface are particularly well
suited for an applied R&D environment.

During the application of several control techniques to a large space structure benchmark problem,
it was observed that LQ type methods may require (unrealistically) accurate plant modelling approxi-
mately two frequency decades beyond the closed-loop system bandwidth. Modal cost was found not to
be a rehiable indicator for the importance of flexable modes for control design. The spill-over suppression
technique applied failed 1n presence of weak coupling between flexable modes, e g. due to damping. In
the benchmark case, frequency shaping of the cost functional does not result in any improvement over
standard LQ methods. Observer based compensators frequently were open-loop unstable. Closed-loop
order reduction and the Robust Servomechanism appear promising but have to be investigated more
thoroughly before a conclusive comparison can be made.

The criteria used here for comparison are related to the model order required for a given control
design method and system performance requirements. However, they appear insufficient to draw strong
conclusions, in particular in presence of very small design and model error margins Other criteria have
to be consulted (e.g. those suggested by Kosut et al. [15], Yuan |28] and Davison [29]). A basic problem
1n comparing control methods on a benchmark case is, however, that the methods are not being directly
compared, but rather only particular designs obtained with those methods.

Acknowledgements

The author wishes to thank A.H. Reynaud of CRC for support and encouragement, J. de La-
fontaine of DREO, Drs. P.C. Hughes, G. West-Vukovich, G. Sincarsin of DYNACON Enterprises Ltd.,
Dr. E J Davison of the University of Toronto and Dr. J. S.-C. Yuan of SPAR Aerospace Ltd. for their
contributions to this project. Last but not least, the author thanks Dr. C. Schmid and U. Keuchel of
Ruhr University for their open minded and active cooperation in the exchange of software.

References
[1] Franklin, C.A , Breithaupt, R.W., " The Canadian Mobile Satellite Program”, Pacific Telecommu-
nications Conference, January 8-11, 1984, Honolulu, Hawah.

[2) Spar Aerospace Ltd, "MSAT Spacecraft Conceptual Design Studies - Executive Summary”,
November 1981, DOC-CR-SP-81-047B*

[3] Barker, H.F. Jones, A.F , Ravindran, R, Yuan, J. S.-C., "Study on Control of Large Spacecraft -
Final Report”, May 1981, DOC-CR-SP-81-013*

[4] Naden F., et al, "Land Mobile Satellite Service (LMSS): A Conceptual System Design and Iden-
tification of the Critical Technologies” JPL, February, 1982 N82-28325

[5] Reynaud, A.H , Barker, H.F., Hughes, P.C., "Attitude and Communications Beam Control System
for Third Generation Spacecraft”, Second Canadian Conference on Astronautics, Ottawa, Nov.
30-Dec. 1, 1982.

[6] Schmid, C., "KEDDC - A Computer Aided Analysis and Design Package for Control Systems”,
1982 American Control Conference, Arlington, VA, June 14-16, 1982

[7] Schmid, C, "CAD of Adaptive Systems Using KEDDC”, IFAC Symposium on Computer-Aided
Design of Control Systems, Zirich, Switzerland, August 29-31, 1979,

[8] Hughes, P.C, "Laboratory Demonstration of Control Techniques for Third Generation Spacecraft
- Executive Summary (83-84)", March 1984, DOC-CR-84-011*

[9] Hughes, P C., "Development of Dynamics Models and Control System Design for Third Generation
Spacecraft - Executive Summary”, August 1982, DOC-CR-SP-056*

192



[10] Brouillette, M., "Normal Mode Analysis of 8.2 kW MSAT Arrays”, Spar Structural Mechanics
Report, Spar Aerospace Ltd , January 1982,

[11] Hughes, P.C. and Skelton, R E., "Model Truncation for Flexible Spacecraft,” J. Guidance and
Control, Vol 4, No. 3, May-June 1981, pp. 201-297.

[12] Skelton, R.E. and Hughes, P.C., "Modal Cost Analysis for Linear Matrix-Second-Order Systems,”
J. Dynamic Systems Measurement and Control, Vol. 102, Sept. 1980, pp. 151-158

[13] Skelton, R.E., Hughes, P.C. and Hablani, H.B., "Order Reduction for Models of Space Structures
Using Modal Cost Analysis,” J. Guidance, Control, and Dynamics, Vol. 5, No. 4. July-August,
1982, pp. 351-357.

[14] Balas, M.J, "Some Trends in Large Space Structure Control Theory: Fondest Hopes; Wildest
Dreams”, IEEE Transactions on Automatic Control, Vol. AC-27 June 1982.

[15] Kosut, R L, Salzwedel, H., Emami-Naeini, A., "Robust Control of Flexible Spacecraft” Journal
of Guidance and Control, Vol. 6. No. 2, March- April 1983, pp. 104-111.

[16] Kailath, T., "Linear Systems”, Prentice Hall Inc., Englewood Cliffs, N.Y., 1980.

[17] Johnson, C.D., "State Variable Design Methods May Produce Unstable Feedback Controllers”,
International Journal of Control, Vol. 29, No. 4, 1979, pp. 607-619

[18] Yuan, J. S.-C., "Optimal Stationkeep and Attitude Control of Flexible Spacecraft”, October 1982,
DOC-CR-SP-82-064"*.

[19] Kissel, G J., and Lin, J.C., "Spill-over Prevention via Proper Synthesis/Placement of Actuators
and Sensors”, 1982 American Control Conference, Arlington, VA, June 14-16, 1982, Proceedings
pp. 1213-1218, Vol. 3.

[20] Vigneron, F.R.,”Natural Modes and Real Modal Variables for Flexible Spacecraft”, CRC Report
No 1348, Department of Communications, Ottawa, Canada, November 1981 *

[21] Meirovitch, L., Baruh, H., "Optimal Control of Damped Flexible Gyroscopic Systems”, J. Guid-
ance and Control, Vol. 4, No. 2, March-April 1981, pp. 157-163

[22] Gupta, N.K., "Frequency-Shaped Cost Functionals: Extension of Linear-Quadratic-Gaussian De-
sign Methods”, Journal of Guidance and Control, Nov-Dec 1980, pp. 529-535.

[23] Skelton, R E., "Cost Decomposition of Linear Systems with Application to Model Reduction”,
Int. J. Control, Vol. 32, No. 6, 1980, pp. 1031-1055

[24] West-Vukovich, G., and Hughes, P.C., "Laboratory Demonstration of Control Techniques for
Third Generation Spacecraft: Model Order Reduction (Part 1)”, DOC-CR-84-012*%, March 1984

[25] Davison, E J., "Robust Control of a Servomechanism Problem for Linear Time-Invariant Multi-
variable Systems”, IEEE Trans. on Automatic Control, Vol. AC-21, No., 1, 1976, pp. 25-34

[26] Davison, E.J., Goldenberg, A., "Robust Control of a General Servomechanism Problem: The
Servo-Compensator”, Automatica, Vol. 11, 1975, pp. 461-471.

[27] Davison, E.J., "A Study on the Control of Third Generation Spacecraft”, Workshop on Identifi-
cation and Control of Large Space Structures, San Diego, CA., June 4-5, 1984.

(28] Yuan, J. S.-C., "Demonstration of Flexible Spacecraft Control Design Software and Techniques -
Final Report”, May 1984, DOC-CR-84-020*

[29] Davison, E J.,"Study of Control Techniques Applicable to Third-Generation Spacecraft — Part
OI”, February 1984, DOC-CR-84-002 *

* Copies of these DOC reports may be requested from:
Director General, Space Technology and Apphcations
Comx&unil;atlons Research Centre
3701 Carling Avemie
P O. Box 11490, Station H
Ottawa, Ontano

Canada K2H 8S2

193



— REFLECTOR 44.4 M DIA.

42.5 M DIA. APERTURE

REFLECTOR
GIMBAL FEED ARRAY
47 x9.2M
23.6 M
/ 46.9 M =
/

0.5 M DIA. ASTROMAST

SOLAR ARRAY /

8.2 kW EOL

Figure 1:

Operational MSAT Conceptual Layout

(North American Baseline Offset Fed)

4M

194

BUS STRUCTURE

38 M



SPACECRAFT
DESIGN

CONTROL
REQUIREMENTS

CONTROL

DIALOG

o | DYNAMICS ANALYSIS, EXPERIMENTER | EXPER
ANALYST TEST ERIMENT
!
SENSOR &
DIALOG DYNAMIC | MODELS DIALOG ACTUATOR| SIGNALS
DATA BASE
1 SYSTEM MODELS
COMPONENT MODELS
Ng"} EnREﬁﬂTYSE CONTROL ALGORITHMS
PROGRAMS SIGNALS REAL-TIME
OTHER DATA ELEMENTS PROGRAMS

DESIGNER

SYSTEM MANIPULATION
31GTEM ANALYSIS
CONTROL SYNTHESIS
SIMULATION

SIGNAL PROCESSING

CONTROL IMPLEMENTATION
SYSTEM IDENTIFICATION
ADAPTIVE CONTROL

PROGRAM
LIBRARY

MATHEMATICS
CONTROL ENGINEERING
DATABASE MANAGEMENT

CONTROL
THEORY

NEW GRAPHICS
PROGRAMS KEDDC
PROGRAM
MODULES
NUMERICAL PROGRAM OTHER
ANALYST DEVELOPMENT USERS

Figure 2: Computer-Aided Control Design System and Applications Environment

{gu

_—O RS WD

{u(i),g)('l&}"

‘13'3)

lA,B.C,D
{A'B.C.D’}

series of deterministic or stochastic signals
(i} series of auto- or crosscorrelation values

discrete values of pulse responses
discrete values of step responses
s)} transfer function in s-domain

z)

transfer function in z-domain
{Ga {jw)} discrete values of frequency responses
matrices for continuous state space
matrices for discrete state space
0 {P.Q} polynomial matrices for MFD

Figure 3 System Description Forms and
Transformations Supported by KEDDC

195




PHYSICAL SYSTEM

PARTIAL AND ORDINARY
DIFFERENTIAL EQUATIONS

T

FINITE ELEMENT
DISCRETIZATION

r

SUBSYSTEM COORDINATES

I )
PHYSICAL MODAL
I l ] '
BUS  GIMBALS REFLECTOR/BUS ARlRAY BOOMS nEFLEICTon

38 42
I - |< TRUNCATION

6 2 6 27 14 18 (BY MODAL MOMENTUM

| ] | | | | AND FREQUENCY)

I VEHICLE MODAL COORDINATES I

RIGID HIGH ORDER ELASTIC

| SPACECRAFT MODEL

8 65

< e [« TRUNCATION

5 CONTROL 11 (BY MODAL COST)
BENCHMARK MODEL
____________ < TRUNCATION

5 CONTROL mc

L DESIGN MODEL J

Figure 4: OMSAT Dynamics Modelling

196



1 =
R =
R ]
1 -4
a
v 1071
L E
v -
. ]
M .
-]
d 19—2—_
a 3
t ]
c -1
o N
3
t 10-3-5
10—4 ¥ Ll 1T L ¥ T LRI I' | | LI T T
1071 1 10 102

fFrequency Crad/s]

Figure 5:Cost and Frequency of Benchmark Model Elastic Modes

Thrusters (4)

Thrusters (4)

Reoction
Wheels

Figure 6: OMSAT Actuator Configuration

197






CONTROL OF LARGE ANTENNAS BASED ON
ELECTROMAGNETIC PERFORMANCE CRITERIA

Y. H. Lin, M. Hamidi, and M. Manshadi
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, CA 91109

I. INTRODUCTION

Large space antenna missions that have been studied recently at the
Jet Propulsion Laboratory include Land Mobile Satellite System (LMSS) for
communications, Surveillance Satellite System (SSS) for aircraft positiom
determination, Very Long Baseline Interferometer (VLBI) for radio
astronomy, and Large Deployable Reflector (LDR) for infrared through sub-
millimeter astronomy.

LMSS is a multiple-beam communications mission, intended to provide
telephone service to mobile users across the continental U.S. (Figure 1).
Its operating frequency is between 8306 and 890 MHz. The mission calls for
a single shuttle launch in mid-90's. After the launch, the antenna will be
transferred to and operated in a geostationary orbit.

One candidate for LMSS is the wrap-rib antenna shown in Figure 2. It
consists of a 55-meter reflector dish and a spacecraft bus mounted with the
antenna feed. The antenna dish and the spacecraft bus are connected by an
L-shaped boom. The long leg of the boom is approximately 80 meters long and
the short one 33 meters. The total system mass is 5695 1bs.

The same configuration has also been considered for the SSS mission
which calls for a constellation of 4 or more large antennas to provide
surveillance and data communication for 50,000 simultaneously airborne air-

craft (Figure 3). To achieve desired position determination accuracy, a
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highly inclined and highly eccentric 24 hours orbit is considered. The
operating frequency for this system is in the range of 1030-1090 MHz.

The VLBI mission is mainly concerned with the astrophysical investiga-—

tion of the nuclei of radiogalaxies and quasars. The concept has been
demonstrated at centimeter wavelengths exploiting the longest baselines
available on the surface of the Earth., Even at centimeter wavelengths,
compact radio sources are found, requiring yet longer baselines to investi-
gate their structure. To place an antenna in space will allow the smaller
spatial structural details of the compact source to be explored (Figure 4).
The orbiting antennas considered have sizes from 15 meters to 40 meters and
observing frequencies of 1.7, 5, and 22 GHz. The orbiting antenna will be
placed in an elliptical orbit with inclination of about 600,

LDR is to be a dedicated astronomical observatory in space operating
in the far infrared and submillimeter region of the spectrum where the
Earth's atmosphere is nearly opaque. This is generally between 30um and
1mm wavelength. Unique LDR observational capabilities include studies of
star formation and planetary systems in our own and nearby galaxies and
cosmological studies of the structure and evolution of the universe. The
major elements of LDR (Figure 5) are the 20 meter segmented primary mirror,
a 20-30 meter thermal shroud, the spacecraft bus, and two solar arrays. The
total mass of the system is approximately 27,000 Kg, the orbit altitude
about 750 Km, and the orbit inclination 28°,

The antenna control requirements for missions described above and
other selected missions are summarized in Figure 6 for comparison. For
communications and surveillance missions such as LMSS and SSS, the typical
pointing accuracy required is about 0.1° and the surface RMS (root-mean-—

square) accuracy a few (5) mm. For VLBI, the surface accuracy requirement

200



© TO PROVIDE TELEPHONE SERVICE TO MOSILE USERS

o U (K5-0% i) -

@ SHOLE SHUTTLE LAUNCH I KID 90°s

o CLOSTATIONARY ORBIT 4
© TECHNOLOGY READY BY LATE 8Os

THE LAND MOBILE SATELLITE SYSTEM

Fig. 3 Surveillance Satellite

System Concept

Fig. 5 Large Deployable
Reflector

TOTALMASS 9993 LBS

MOMENTS [ I, - 2nadsuca?

of I, - 2eaatd?
INERTIA

lx . 0.31!1.. :,um
. fHsH480
prooucts [ Yy 33%010 -mms”'“
A4 W gt Sz
NERTIA .
e o.nx10 e
$00M
UNGTH « 33,0
MASS » 0325
® 4
l"lll-
MASSS OF BUS
- 150 LBS

" LOWER SOOM LINGTH » (0 METERS
M - 20L8S

Fig. 2 VWrap-Rib LNSS Configuration
and Mass Properties

TO CELESTIAL osnmb
RADIO SOURCE

SCIENTIFIC CONCERNS OF V18!

SQUASARS
GALACTIC NUCLEN

SIGNAL

ORBITING FROM SINTERSTELLAR MASERS
ANTEUNA A~ SOURCE SRADIO STARS
SPULSARS
SINTERSTELLAR MEOIA
GROUND SASTROMETRY

ANTENNAS

Fig. 4 Orbiting VLBI: Synthesizing
Antennas Larger Than the Earth

sPACE s GALILED  SEASAT
TELESCOPE SITF LANDSAT D VOYAGER VIKING
A 4 A 4 A 4 A 4 A 4
1 QDrAvioNETERS ]
! ¢
' .
[V
wik COMMUNICATIONS -
2wt -
£ LOR
a0 ovses-ormica J
lﬂ" 1 1 1 1 1
10t w? w! 10? 102 107 T

POINTING, tog
Fig. 6 Antenna Control Requirements

201



is slightly more stringent, and the pointing accuracy tighter by an order

of magnitude. For LDR, the pointing accuracy is about 1075 degree (0.04 arc
second), similar to the one required for the Space Telescope. The RMS
surface error, however, is in the sub—micron region.

The control of these large antennas has been studied and a hierarchy
of control designs with increasing sophistication has been developed. The
relative performance of the various control designs has also been
evaluated3.

Traditionally, control designs have been developed based on antenna
dynamic models only and the antenna’s electromagnetic (EM) information has
not been used. Therefore, the control designs were aimed at the minimiza-
tion of a performance index involving antenna vibration errors which were
weighted in a heuristic manner,

However, antenna dynamic errors in the performance index can be
weighted according to their relative importance to the electromagnetic (EM)
performance as will be illustrated in this paper. The potential benefit of
utilizing additional antenna electromagnetic information is that either a
better EM performance will be achieved with the same amount of control
effort, or the same EM performance will be achieved with less control

effort, or both.
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II. ANTENNA ELECTROMAGNETIC FIELD MODEL

Consider the reflector antenna shown in Figure 7. The reflector
surface Z is constructed by intersecting a circular cylinder with an
arbitrary curved surface. The cylinder axis is taken as the z axis; the
x-y plane is perpendicular to the z axis. The projection of Z on the x-y
plane is the circular region o with radius a. The feed is assumed to be
located at some arbitrary point.

The far—-field approximations for the scattered electric and magnetic
fields of the offset-fed antenna are readily evaluated using a technique
developed by Y. Rahmat—-Samii and V. Gal indo-Israel.l A brief summary of
this technique is presented in the following paragraphs.

X(X') .
r

SOURCE
Fig. 7. Offset Shaped Reflector Antenna

The electromagnetic fields E and H are given by

H=VxA

1
-—— VxH
joue

E

A is the vector potential expressed as:

- ey J
A = f J' -] jklr T I sl
b 4nlc-c'|
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where J is the induced current on the reflector surface due to the magnetic

field Hg radiated by the source. It is given by2

where & is the unit vector normal to the reflectors surface and directed
towards the positive direction of the z axis.

Introducing the far—field approximations in the expressions for E and

H, one obtain31
...jkr
H=jk& — T,8-Tg¢ +012
_.h A
E=-jkn°j;—rT93+T¢¢ +0r2

where n = 'J-gn the parameters (r,8,¢9) are the coordinates of the
observation point.‘b and 3 the unit vectors corresponding to 6 and ¢, and T

the radiation integral given by
T= [ J(z') edk=’-% as’
z

It has been found that the radiation integral provides a very accurate
solution for predicting the far—-field radiations of reflector antennas.
The necessity of having an efficient technique for the evaluation of this
integral stems from the fact that it has to be computed accurately each
time the observation angles change. Moreover, the integrand of the
radiation integral oscillates rapidly and thus makes the integration more
strenuous, for large reflectors.

To circumvent the difficulties in the integration, the radiation

integral is first expressed in terms of a summation of Fourier Transforms
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of an "effective"™ aperture distribution
pre 2n a
T= 3 6 (a)f f Qp(p’.¢*)elkp'Boos(®=9') 50 apr gy
. p=0 0 0
where B and ¢ are functions of the observation angles 0 and ¢.

The Fourier Transform integrals are then expanded in terms of Jacobi-

Bessel series by writing that

Q,(as’,¢") = f f [pcnm pDnm][c“M']an(s')

=0 m=0 sinng’

where Fp™ (.) are the modified Jacobi polynomials defined by

F B (x) = V2(n+2m+l) Pmn(l-sz) xB

PR(x) = L2 (3gymn &7 [(1-;2)11!(1-;)!1]
ml dﬂl

and the coefficients pcnm and po are given by

pcnm e J~21rJ— 1 cosng’
= 1 Q (38'.¢') an(s')s'dS'M'
anm 2r 0 0 P sinng’
=f1 n=0
a =l 10

Finally, the radiation integral is expressed as

e o me
T = 2ra2 3 G,(6) 2, X §® [pcm pnm]
p=0 n=0 m=0
3

(kaB)

cosng
z E V' 2(n+2m+1) .—ntzﬁ%—

sinng

where J (.) indicates the Bessel function of order n, and j =V -1 .
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This method has several important features which may be summarized as
follows:

1) Higher order coefficients ,C,, and Dy, can be calculated from
zero order coefficients gCpm and gDy, by use of recursion relations.

2) Once ,Cpy and pDy, are determined they can be used for all
observation angles.

3) The numerical integrations involved in the computation of 0Cnm and
oPnm do not contain the highly oscillatory Fourier Transform kernel of the
original expression.

To illustrate the variation of the RF pattern of a reflector antenna
as a function of its feed location, the far fields of a 55-m parabolic
reflector antenna are plotted for four different feed locations: (1) Feed
at focal point. (2) Feed displaced in the x direction with y and z
constant, (3) Feed displaced in the y direction with x and z constant,
(4) Feed displaced in the z direction with x and y constant., (Figures 8

through 11.)

0 0 //\
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Fig. 8. Feed at Focal Point Fig. 9. Feed Displaced by 1

Wavelength in x Direction
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As can be noticed, displacements along the x and y axes produce
significant variations in the gain while displacements along the z axis
have almost negligible effects. It can thus be observed that, to optimize
the gain most of the effort should be concentrated on controlling the feed
displacements along the x and y directions and that the control along the z

direction can be relatively loose.
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III. ANTENNA CONTROL MODEL

Let P be an EM performance parameter to be optimized (e.g., gain,
bandwidth, magnitude of the electric or magnetic field). Let X1, Xgs eee
x, be the independent variables whose variations affect P: P = P(xl, Xqy»

. xn); and let x = (x1 Xy ene xn)T. Suppose P assumes its optimal value

at xg = (110 X90 oo xno)T. Around this point P can be expressed as

P(x) = P(x_) + VP|, . Ax +%AxT Bl Ax+ ...
0 %o
where P and H denote the gradient vector and the Hessian matrix of P with
respect to x and Ax = x -
Since P is optimum at x,

ve| =0
o

and H|xo is positive definite or negative definite depending on whether P
is minimum or maximum at x .,

Hence, around the given point,

= 1 4T
P(x) = P(x ) + 5 Ax Hlonx + ...

and we can approach the optimum value of P by minimizing I%-AxT HAx|. Note
that if this minimum reduces to zero we actually attain the optimum value

of P, Note also that if H > O,
|l AxT H Ax| =-]—'AxT H Ax
2 2

and if H < O,

l% AxT H Ax]| =-% AxT (-H) Ax

and that in both cases,
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l% AxT H ax| =%Ax'r A Ax

where A is a positive definite matrix.

The antenna is modeled by an equation of the form3

My + Ky = Bu y(t,) = ¥, y(ty) =y,

It is always possible to relate Ax to y by an equation of the form Ax

= Ty. Hence, minimizing

1,T
2 Ax* A Ax
and reducing it to zero is equivalent to minimizing
[--]
% J; yITTATy dt.

We can thus formulate a linear quadratic optimal control problem by

writing: Minimize
-}
J= % J; (yITTATy + uTRu) dt

subject to

My + Ky = Bu y(ty) = ¥or y(ty) = ¥,
The term

-%-J;Q uihn dt

where R is a positive definite matrix, is added to account for the
restrictions in energy consumption for the control.

The rest of the procedure is classical. A damping term Dy is added to
the equation, and the system is augmented by considering the state vector

VW= (y §)T. This leads to the system
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W= _ - W+ _ v A FW + Gu
-M 1K -M 1D M 1B -

associated with the cost functional

-]
3 =-;—fo (wiaW + uTRu) dt

where
QA TIAT 0
= 0 0

The optimal control is given by
u(t) = —-CW(t)
with
¢ = 16Tk
where K is the positive definite solution of the Riccati equation
FlIk + kF+Q-K6R1gK =0
IV. FEED-DISH MOTION COMPENSATION FOR A 55-M,
WRAP-RIB, OFFSET-FED ANTENNA

To illustrate the application of the method, in the following we
describe the design of an EM optimal controller for the 55-m, offset—fed,
wrap-rib antenna considered in the LMSS study. The controller is designed
to minimize the relative feed~dish motion of the antenna.

A schematic diagram of the antenna is given in Figure 12, It is
composed of a 55-m diameter reflector dish, a massive feed array, and a
long L-shaped boom connecting the dish and the feéeed. The antenna's
operation frequency is 871 MHz which leads to the values of 1159.68)\ for
the dish's diameter and 239.6A for its focal length (A is the wavelength at

871 MHz).
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Construction of the State Cost Matrix
Let Ty be the vector from the center of gravity of the spacecraft'’s
bus to the boom’s elbow and £y the vector from the elbow to the center of

gravity of the reflector’'s dish. The position of the feed is characterized

by the vector. INERTIAL PRAME
2

(SPACECRAFT'S BUS)

Figure 12. Schematic Diagram of the Antenna

S=(xyz)T=- (g + 14)
Let So = (xo Yo zo)T be the position for which the electric field is

maximized. For the neighborhood of this point

= 1, T 1 .7
E = E(s, + stlso . AS + 3 AaS” H(s )AS + ... = B(so) t3 AS H(so) AS +...

since

The value of the electric field was evaluated using the algorithm
described in the first section of this paper for different feed positions.

The following Hessian matrix H(s ) was obtained through numerical differ-

entiation of the electric field (as a function of feed position):

-26.0966 -.00344 -.0076
H(So) = -.00344 -24.231 6.396
-.0076 6.396 -1.96
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To evaluate AS, we interpret the feed-dish motion by considering the

feed and the lower boom, r, fixed and the dish, hence rq» rotating about

o’
the coordinate axes. Thus,
The antenna’s distortions are supposed to be small. This leads to
Ar1 = rl xT
where
= T
L= (g 15713
designates the rotation of r; about the x, y and z axes of the inertial

frame. Writing Arg in a matrix form, we obtain

As = -DT
with
0 +c¢ -b
D= |- 0 +a
b -a 0

T
where a, b and ¢ are the components of the vector ry: v < (a bec) .

Thus,

AE = E - E(S,) = ; rIpTapr 4 ; rfar

H' = pIED

E has a maximum at S . H is therefore negative definite and so is H'.
Consequently, the state cost is given by

|AE] = ; rI(-g")r

Antenna Model

The antenna is modeled by the linear system3

My + Ky = Bu

where the state vector y has 12 components as follows: ¥, to y; represent
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the attitude Ox. Oy. and Oz of the spacecraft; ¥4 to yg the rotations Y1-
75, 8nd v3; 8nd yq to yq, the six most important modes of the reflector
dish.

The state cost weighting matrix takes the form

Qij =0 elsewhere

Optimal Feedback Computation and Simulation

The OPTSYS4 program package was used to determine the optimal gain for
the case where a three-dimensional control is applied at the spacecraft’s
bus, The choice of the control cost weighting matrix is explained in the

following section.

V. CONTROLLER PERFORMANCE

The EM optimal controller described in the previous section was used
to derive the antenna and extensive simulations were performed to analyze
the antenna’s structural and electromagnetic behavior. These results were
also compared with their counterparts obtained through the use of an opti-
mal controller whose design is based solely on geometrical consideratonsﬁ

Since geometrical considerations for the control of antennas are
needlessly stringent, an EM optimal controller must be able to achieve the
same EM performance as a geometrically based controller, with much less
control effort involved. The simulation results show that the EM
controller did indeed achieve the same performance as the geometric
controller using only 37% as much energy.

Figures 13-15 summarize the simulation results. All simulation runs
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characterize the response of the system to an initial disturbance of 1° in

Yq. Figure 13 shows the time behavior of the feed-dish distance variation

and the control effort E, = fot uw2(0)do when the system is driven by a
geometrically based optimal controller. The choice of the state and

control cost weighting matrices is described in Ref. 3.

1L00T
0. 40- 0.80 |
g o.zo-'I " lllll ”‘ o, 0.60 1
2 i, ;
a [Fll H ,.l“u”j g 2
0 m-i{ ;" ; 'lli }j'i. i ’:j 'ﬁ:'“fgl ‘illlkll!l"lui\Ht!nlslr’.'t'x i s 0.40 |
! 4 i"il""!!' [l
-0. zo-F| \ 020 -
r )
| {
-0.40.
0.00 100 200 300 400 500 o 0™ L 2.00 023.'oo )
Tx10° Tx1

Figure 13, Variations of the Feed-Dish Distance and Control Energy
(Geometric Controller).
Figure 14 shows the same two variables when the system is driven by an
EM based optimal controller. The choice of the state cost weighting matrix
was previously described. The control cost weighting matrix is chosen such
as to result in the same RF performance as in the previous case. It should
be noted that the control effort is only 37% of the value of the preceding
case.
Figure 15 gives a comparison of the time history of the tilt angle
(pointing angle) and the magnitude of the peak electric field of the

antenna for the two controllers. As it can be noted, the RF controller
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achieves the same performance as the geometric controller with only 37% as

much energy.
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VI. GENERALIZED ANTENNA CONTROL DESIGN BASED ON EM PERFORMANCE MODEL

To generalize the design of optimal controllers to take dish surface
control under consideration, it is needed to compute the sensitivity of
some EM characteristics such as gain, tilt angle (pointing), sidelobe
level, etc. to the dish modal distortion.

Mathematical Model Relating the EM Pattern to Modal Distortion

In developing this model, both the structural model and the EM model
of the reflector antenna are used. Generally for large space reflectors,

the structural dynamics of the dish is modeled by equations of the form:

Mx + Ex = u(t) (1)
Where M is the mass matrix (Positive definite), K the stiffness matrix
(Positive), and u(t) the control. =x(t) describes the dish surface distor-

tion., This system can be transformed into the canonical form:

y + a2y = q(t) (2)

with y and q defined by

x = ¢y
(3)
¢Tu

q

where ¢ is the matrix of modal shapes such that

¢TM¢ I (The identity matrix) (4)
and
¢Tkp = 02 (5)

a2 is a diagonal matrix whose elements are the squares of the natural

frequencies of the structure. The surface distortion of the dish is given by:
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(6)
x = (91]02] —= |oN) [ 72
IN
or
N
x = D yi(t) ¢;(r) (n
i=1

where the mode shapes ¢;(r) are known over the entire surface of the
reflector and.yi(t) are the modal amplitudes obtained from Eq. (2). When
the dish surface is given by the finite element model, the modal shaped %3

are known at a finite number of nodes of a mesh, Thus for node j the

distortion is given by:

N
x5 = 1Z=:1 yilt) g5 (ry) (8)

If the nominal surface is shown by & the instantaneous surface shape at

node j is given py:

N
s;(t) = %; + F}:i yi(t)g; (r3) 5 j =1,m (9

where m is the number of nodes of the finite element mesh.
To relate the reflector surface to the EM pattern, we should consider
the EM model discussed in section II. If the surface I is described as
z' = f(x',y') (10)

the unit vector normal to £ is given by
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A N
n = - (11)
INI
where
-r; = of o ot ~ + p (12)
- ax' * iy’ y z
and

|
af \2 2
IN| =«-——) + (—9£—> + 1. (13)
ox' a9y’

~ A A

where x, y and z denote the unit vectors along the x, y and z axes, respec-—
tively. Therefore, to be able to compute the electric and magnetic fields
of the reflector, we must have the value of the surface z’' = f(x',y') and
its derivatives with respect to x’' and y' at points necessary for the

compution of the integral yielding the potential vector A:

When the surface is known only at some finite number of nodes (Eq. 9),
it can be interpolated at any desired location (x,, y,) by fitting a
bicubic spline function

4 4 (i-1) (j-1)
z = E: Z:Cij(x'—xo) . (y'-y,) (14)
i=1

to a number of nodal coordinates (minimum 16 points) in the vicinity of
this point. The values of the surface and its derivatives are thus approx-—
imated over the entire reflector dish. The polynomial coefficients Cij of

Eq. (14) are computed by a least square fit method. The surface and its
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derivatives at (x0oy°) are simply given by
Z'(xooYO) = Cll

az'(XODYO)/aX'

C21 (15)

az,(xonYO)/ay' C12

Numerical Application

The 55 meter wrap-rib antenna was used again for numerical analysis.
The feed is assumed to be at the focal point with an edge taper equal to
-15 DB. The RF pattern of the non-distorted antenna is shown in Fig. (16).
For this geometry the pattern is symmetric and its peak is normalized to
zero DB. To show the effect of surface distortion on the RF pattern, modes
1, 2, and 15 of the dish were considered one at a time. Mode 1 is the so
called skirt mode and causes the dish to rotate about the hub axis. The RF
distortion for small amplitudes for this mode is insignificant, but for
large amplitudes such as 100, the RF pattern is distorted as shown in Fig.
(17). Mode 15 is the umbrella mode and even for an amplitude equal to 1,
it causes the RF pattern to be distorted as shown in Fig. (18). Mode 2
represents a mostly nonsymmetric displacement of the reflector nodes and
some rotation. Figure 19 shows two cuts of the RF pattern at & = 0° gand ¢ =

90°. The cuts were evaluated for a mode 2 amplitude equal to 10,
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VII.  CONTROLLER DESIGN FOR SHAPE COMPENSATION

OF THE 55 METER WRAP-RIB ANTENNA

The sensitivity matrix is formed by computing the second derivatives
of the peak electric field with respect to the amplitudes of the most
significant modes. If the modal amplitudes considered are shown by N1, N3

«+..ng» and the Peak Electric field by P, then the sensitivity matrix

is defined as follows:

33% TRANSPOSED
anJ OF LOWER HALF
a2p a2p
any any 8n§ (16)
SP = . . .
n . . .
-——az—p—-— ﬂ— » L] [ ] L ] . -ﬂsz
an,; dng gy Ing 3ﬂ6

Each element of the sensitivity matrix is computed by tabulating the
values of the peak electric field as a function of the corresponding modal
amplitudes about n3 = ny = ... =ng =0 and then using the bi-cubic spline
function to interpolate P. The second derivatives are then obtained from

the spline coefficients.

EM Sensitivity Matrix
The Sensitivity Matrix is defined as the matrix of the second

derivative of the peak electric field (P) with respect to the amplitude of
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-1

the distortion modes of the reflector (ny, 7,,... ng) c.f. Eq.(16). The
peak electric field of the antenna is computed using the finite element
model of the reflector. For the numerical differentiation of P and for the
computation of the elements sij of the corresponding sensitivity matrix, P
was computed over a 5§ x § mesh corresponding to values of n; and n; about

ng =My = 0. This result was then used to interpolate P about ni =nj = 0 by

bi-cubic spline functions according to the formula:

4 4 (i-1)  (j-1)
=1 m=1

The coefficients Cij of the bi-cubic splines are computed by using the
25 values of P(n;, nj) and its corresponding nj and nj in equation (17)
and solving the system of 25 equations with 16 unknowns by a least sqmnare
fit algorithm. The value of P( n;, ﬂj) and its first and second deriva-

tives with respect to n; and n; are obtained as follows:

aﬂianj 22
P a%p (18)
= C =2 C
ang 21 any 31
2
aP = ._a_pi_ =2 C
aﬂj 12 anj 13

It was experienced that the off-diagonal terms of the sensitivity
matrix are much smaller than the diagonal terms, therefore to reduce compu-
tational cost, only the diagonal terms were evaluated. The resulting

sensitivity matrix is shown below:

222



~.243x1073
-.341x1073 0
-.489x1073
-.24.23

-42.75

Controller Design and Simulation for the Wrap-Rib Antenna

The performance of the control design based on the above sensitivity
matrix was assessed through extensive simulations. The following simulation
results illustrate the control performance. For the illustrative runs, the
initial conditions for all state variables were set to zero except for the
amplitude of Mode 15 which was set to 1. In Figure 20, the time history of
the upper boom rotation angles (4, Y5, YG)' the amplitudes of modes, 1, 2,

3, 15, 16, and 17 (Y7 thru Y;,5), the dish surface RMS error (RMS), the

change in feed dish distance (DRMAG) and the control energy (EC) are shown.
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Figure 20. Antenna control Performance Using EM Sensitivity Information
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VIII. CONCLUSION

The EM performance of large flexible antennas is traditionally
achieved by imposing stringent geometric restrictions on the structural
distortions from a nominal optimum configuration. In this paper, we have
presented an approach to alleviate the stringency of the geometrical
criteria of satisfactory performance. The approach consists of generating
a linear optimal control problem with quadratic cost functional where the
cost functional is obtained from the EM characteristics of the antenna and
the dynamic system constraint is given by the structural model of the
antenna.

The method was applied to the feed—dish motion and shape vibration
compensation for a 55-m wrap-rib, offset—fed antenna. From the time simula-
tions, it was established that the EM based optimal controller is consider—
ably more efficient than the traditional geometrical based comtrollers, in
the sense that the same EM performance can be achieved with a much reduced

control effort.
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VIBRATION CONTROL EXPERIMENT DESIGN FOR
THE 15-m HOOP/COLUMN ANTENNA

F. M. Ham and D. C. Hyland
Harris Government Aerospace Systems Division
Melbourne, FL 32902

ABSTRACT

A test program is designed for a ground-based vibration control
experiment utilizing as the test article the 15-M Hoop/Column Antenna.
Overall objectives of the designed ground-based test program include:
the validation of Large Space Structure (LSS) control system techniques,
the validation of LSS parameter identification techniques, the
evaluation of actuator and sensor placement methodology and the
validation of LSS computer models. Critical concerns in LSS Controls
and Dynamics are: low frequency vibrational modes, close modal spacing,
parameter uncertainties, controller software limitations, nonlinearities
and coupling of modes through damping. Analytical results are presented
which include compensator designs for varying compensator order.

I. INTRODUCTION

In the near future NASA plans to conduct a Large Space Antenna
Flight Experiment. Preliminary efforts on shuttle attached experiments
have been performed [1]. This endeavor represents an attempt to advance
the design, development, test and evaluation of large, actively
controlled space structures to a sufficient level for an effective
transfer of resulting technology to mission programs. The goals of the
program are (1) validate technologies necessary to implement active
control of large structures, (2) to provide feedback to the mission
community concerning risks, limitations, and related problems, and (3)
to help guide future technological endeavors.

With the preceeding goals in mind, a logical first step is to
consider a ground-based experiment, and the 15-M Hoop/Column Antenna is
a very good choice for the test article. A prototype is currently being
built under a contract by Harris Corporation. This structure is a
deployable mesh reflector design for space communication applications.
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The deployed configuration is shown in Figure 1. Figure 2 shows the
actual configuration for ground testing of the antenna. The structure
consists of a cable stiffened mesh reflective surface which is suspended
from the deployable hoop and is controlled by cables which attach to the
central mast. In addition to attitude (precision pointing) and slewing
control via multiple reaction control jets and momentum exchange
devices, it is possible to control the reflector surface by changing
tension in the control cords.

Configurations of the Hoop/Column antenna which are well in excess
of 100 meters have been studied for possible communications and science
missions. It is possible to package them in the Shuttle Bay, and the
associated structural weight will be a small fraction of the Shuttle
payload capacity.

NO GRAVITY COUNTERBALANCE SYSTEM IS
REQUIRED ONCE DEPLOYMENT IS COMPLETE

ZAN 1 ZaN

COUNTER
BALANCE o
u SYSTEM L

SUPPORT
TUBES

HANDLING
FIXTURE

Figure 1. 15-Meter H/C lModel Deployed

An initial design concept has been developed and specific
objectives set forth [2]. The objectives of the ground-based experiment
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J 2 DISTURBANCE
TORQUES ALONG THE
X AND Y AXES AT S/C BUS

Figure 2. 15-Meter K/C Model Cable Suspended Configuration for
Ground Testing

include (1) verification of actuators and sensors used for attitude and shape
control, (2) establish traceability of ground testing to space testing, (3)
establish limitations imposed by processors, (4) establish adequacy of the
controiler to control low frequency and closely spaced modes, (5) define a
complexity/performance tradeoff and (6) verification (and possible refinement) of
the analytical structural model of the antenna through parameter identification
(this would reduce risk in the flight experiment).

The around-based experiment results should provide information which can be
utilized for an STS-attached flight experiment. Actuator and sensor placement
(and number) is a critical issue in performing the experiment. The ground-based
experiment configuration provides a logical first-cut at actuator/sensor placement
and number, Resulting data can be subsequently analyzed to refine the various
locations and number of devices on the structure to increase system performance,
and also provide input for an analysis of the tradeoffs between closed-1oo0p
performance and controller complexity. In order to perform the flight experiment,
flight-qualified hardware must be developed. This includes actuators, sensors,
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and all controller processing hardware. The ground-based experiment
again can provide a baseline for that hardware. Performance of the
prototypes can be assessed and refinements made prior to the flight
experiment, providing low cost/low risk hardware. Verification and
refinement of the analytical finite-element model for the structure can
be accomplished through parameter identification. This can provide a
more refined model of the structure for the flight experiment, possibly
resulting in better performance.

II. EXPERIMENT DESIGN

A. Control Methodology

The control of large flexible space structures offers a number of
challenging problems to be overcome. First of all, one must design a
controller in the face of incomplete information, namely uncertainty in
plant modeling. Secondly, since models of large flexible structures,
such as large antennas, will be extremely large the order of the
controller can not be the same as the plant order. In other words, it
is necessary to design a dynamic controller whose order is prespecified
in accordance with onboard software limitations and is, at the same
time, robust in the face of modeling uncertainties. The answer to both
of these problems can be found in the Maximum Entropy [3,4,5] and
Optimal Projection [6,7] theories.

Given the dynamic system of equations

x(t) = Ax(t) + Bu(t) + wy(t) (1)
where x(t) =[xq(t)]

x2(t)

< . > (2)

xn(t)
L J
is the state of the plant (in the antenna control problem this will be
modal displacements and velocities) the output of the sensors is given
by:

y(t) = Cx{t) + wo(t) (3)
where y(t) is a vector of / sensor outputs with measurement noise

wo(t). Now, the optimal control problem consists of minimizing the
quadratic functional of x(t) and
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E[0] = E [ fxle) rxct) + ole) Ryuce))a (4)
0

u(t) subject to the constraint equations given by Equation 1.

The standard theory works well if A, B and C are known precisely,
but this will never be the case in an application such as the antenna
control problem. One is always faced with residual modeling errors and
actual physical changes in structural parameters. The Maximum Entropy
approach to system modeling allows parameter uncertainties to be
directly included in the overall design process by use of a
stochastically parametered system model which incorporates the minimum
of available parameter statistical information. The approach provides a
mechanism whereby modeling uncertainties can be uniquely quantified and
the controller design can be made robust.

Since implementation constraints are ever present 1n any system,

the order of the controller (N¢) is fixed at the maximum order (N¢<<

N) allowable, which 1s dictated by system software constraints. In
order to arrive at an optimal control fornulation under these conditions
the Optimal Projection theory can be utilized. The optimal projection
approach to reduced - order controller design involves direct solution
of the optimality conditions for the problem of quadratically optimal
fixed-form dynamic compensation. The basic design equations termed the
“optimal projection equations" are first order necessary conditions of
the optimization problem rendered in a highly simplified form. The
design equation also incorporates parameter uncertainties as modeled
under the maximum entropy approach. Convergent techniques for numerical
solution of the design equations allows the acceptance of a large-order
plant model and yet provides the quadratically optimal controlier having
a fixed dimension which is dictated by on-line computing capacity.

Therefore, the control design approach utilized consists of Maximum
Entropy Modeling, and Optimal Projection. The Maximum Entropy modeling
approach addresses the consequent need to acknowledge inescapable errors
in the parameters of the structural model and to accept such
uncertainties at their a priori levels. Optimal Projection addresses
and resolves the following problem: given the plant model (structure,
actuators, sensors) including modeling uncertainties as treated under
the Maximum Entropy formulation, design the optimal dynamic controller
whose order (number of dynamic degrees of freedom) is preassigned in
accordance with on-line computing capacity. This approach produces a
strictly optimal, fixed-order compensator and supersedes all ad hoc
suboptimal reduction and/or controller order reduction procedures.

Due to the amount of computer time required for solution of the
optimal projection equations, for large order systems, an approximate
gain selection algorithm has been formulated. The method assumes
diagonal-dominance of the matrices in the system equations, thus
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yielding an algorithm vhich converges relatively fast. The analytical
results presented later are a result of utilizing the approximate gain
selection software.

B. Experiment Configuration

Two configurations were considered for a 15-meter model dynamic
experiment, the based-fixed and pendulum. Both were reviewed for
application in a dynamic controls test and it was decided that the
pendulum (or cable suspended) configuration was superior for the reasons
11sted below:

e The cable suspended configuration possesses quasi rigid-body
modes and thus allows the inclusion of pointing and retargeting
in the experiment (1imited to small angular motion).

e Better isolation from ground disturbances.

e Better definition of the system boundary condition. The
support structure in the based-fixed configuration will
interact with a number of structural modes. This will add
uncertainty to the model.

A finite element model of the cable suspended configuration was
developed to aid in the experiment design, and Table 1 gives the element
description. Several simplifications were made for convenience in
developing the finite element model. The surface is modeled by a single
layer of membrane elements without details of the cord structure, and
the finite element model contains twelve (12) gores, whereas the
structure contains twenty-four (24) gores. Both simplifications have
been correlated with detailed models 1n other investigations. Lower
frequency modes will be represented accurately and high frequency modes
w111l have similar characteristic shapes and frequency ranges. These
approximations are reasonable at this stage in the experimental design.
Detailed finite element models will be needed for correlation and final
design of the control system.

One hundred (100) modes were computed using the finite element
model. Modal density versus frequency is plotted in Figure 3. Mode
shapes which il1lustrate the regimes shown in Figure 3 are plotted in
Figures 4 through 6. The number of modes below a given frequency is
plotted versus frequency in Figure 3. The mode at 2.4 Hz is a torsional
kinematic mode where the mast rotation is balanced by the hoop.

The Tow quasi-rigid body modes place several restrictions on the
experimental configuration.
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Table 1. Finite Element Model Description

ANTENNA COMPONENT TYPE ELEMENT NO. OF ELEMENTS
Hoop Segment beam 12
Mast Segment Bays beam 7
Mast/Cord Interface beam 48
Cords stringer 348

e upper and lower hoop control
o surface backup structure

Bungy (antenna suspension) stringer

|

419

N(w) A NUMBER OF MODAL FREQUENCIES BELOW w

/f
%0 |- ASYMPTOTIC /
MODAL DENSITY /
u = 20 MODES/H2
80
|
60 |-
50 |-
Niw) 40
30 |-
20 |-
, ANTENNA
10 |.— & auasi-niio BoDY" MoDES SURFACE
— MODES
O O T SN TR S TR TR NN N MY B
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Figure 3. 15-M Model Cround Test Configuration Mode - Count Versus Frequency
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Figure 4. Mode 4: (uasi-Rigid Rotation (f = 0.163 Hz)

Figure 5. Mode 6: First Hoop Bending (f = 7.493 Hz)
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Figure 6. Mode 10: Higher-Order Hoop Bending (f = 8.029 Hz)
e Both inertial (absolute) and displacement (relative) sensors
and actuators must be contained within the structure.

e Small external forces can produce large quasi-rigid
displacement.

The first restriction is actually an advantage because the problems

of ground disturbances and compliance can be avoided. The second

indicates that significant efforts to control environmental disturbances
near the experiment will be required.

C. Disturbance Spectrum and Performance Metric

There are a number of requisites which a Large Space Structure
experiment must have to satisfy the objective given in the introduction
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and ensure that it is meaningful to the LSS controls community. Review
of literature from ACOSS [8,9,10] and other efforts on structural
control indicates several pathologies typical of LSS control.

These are:

1. Controller Tasks: Retargeting, precision pointing, surface
shaping, and vibration suppression.

2. Large number of closely spaced modes, i.e., a restriction in
terms of damping bandwidth such as aw/2nw< 1.0 is desired.

3. Disturbance spectrum should cover 100 modes.

4., Performance requirements which demand control of 20 to 30 modes.

The structural test configuration guarantees that item 1 above is
satisfied. A disturbance spectrum which satisfied item 3 is shown in
Figure 7. The spectrum is based on the same logic as the VCOSS I
disturbance spectrum [11,12]. The 15 Hz half-power band covers more
than 100 modes. As shown in Figure 2 the disturbance will be applied at
the antenna base. The disturbance torques will be applied independently
along the X and Y axes.

It is desirable to develop a performance index which will be
indicative of the intended use of the structure. In this case the
appropriate index should account for RF beam mispointing (Line of Sight,
LOS error), wavefront error, and defocus error at the same time. This
index must weight sufficient modes to satisfy item 4 above. Mispointing
and defocus are linear functions of feed displacement. The effects of
the surface distortion on wavefront error and beam dispersion are
obtained by rather complex surface current integrals and can sometimes
be simplified to generate optical expressions. Even a simplistic
approach, using a best-fit parabola to fit the distortions, results in a
non-linear relationship between reflector distortions and mispointing
and defocus. In the small displacement limit, this relation can be
linearized to form a linear transformation between the distortions and
the mispointing and defocus. Also, the residual roughness can be
separated from mispointing and defocus contributions by a linear
transformation. Development of a performance metric, which exhibits
several distinct parts, can be constructed as shown in Equation 5.

J=E | Wal +uwal +ips? +yr? +pult) u(t)f (5)
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CURVE IN FIGURE 3

7 150
, _
/ Nw) i
/
Sl i 100
S(e) 4 e
S(0)
— 50
—10
_____ r— —
0 5 25

Figure 7. Suggested Broad-Band Disturbance Spectrum for 15-M
Ground Test (Applied Independently Along X and Y axes)

where:
Oy = Angular Pointing Error About X
Gy = Angular Pointing Error About Y
0 = Fractional Defocus
r = Surface Roughness
u(t) = System Control Vector
and

W1, W2, W3, W4, and p are the respective weighting
factors.
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D.  Actuator/Sensor Issues and Initial Design Methodology

Shown in Figure 8 are some guidelines for the determination of the
number of actuators and sensors for the antenna system. Figure 2 shows
the relative locations of the devices for the initial selection process,
and Figure 9 details the actual types and bandwidths for the control
problem. Again, this is a preliminary selection for types of devices
and locations on the structure.

Figure 10 shows the initial design methodology, which includes
assessment of the effects of actuator and sensor dynamics. Items 1-4 in
Figure 10 deals with the basic problem of "how to get started" in the
design. The problem faced in designing a control system is the
following: Choice of an actuator/sensor configuration to optimize
performance actually demands evaluation of closed-loop system
performance, yet the control system design requires a complete model of
the system including the actuator and sensor dynamics and placement.
The complexity of the problem is increased due to the 1arge number of
possible hardware configurations and the difficulty, for large order
structural models, of designing an acceptable control law for any one
such hardware configuration. Figure 10 depicts an iterative method to
establish an initial controller design.

E. Hardware Configuration

Figure 11 shows an overall hardware concept for the ground-based
experiment utilizing the 15-M H/C Antenna in the pendulum configuration
as the test article. This suggested control hardware configuration is
the result of the preliminary steps of the design process depicted in
Figure 10. The HP-6942A Multiprogrammer can be utilized to perform all
A/D and D/A conversions as well as performing data handling. The
control algorithm would be implemented on the HP 9836A Desktop
Computer. This is a Motorola MC68000 microprocessor-based (16-bit)
machine. The purpose of the external CPU is to assist in data handling
and route data to off-line storage devices. After the completion of the
experiment, stored data can be analyzed; performing parameter
identification tests and correlating results with analytical predictions.

F. Suggested Test Sequence

In order to establish the validity of actuator and sensor modeling
an initial open-loop test must be performed. This will verify transfer
functions and noise models of the devices chosen for structural
control. Before any additional testing is conducted a calibration
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Figure 10. Initial Design Methodology: Closed-Loop Modeling

and Sensor/Actuator/Control Logic Selection

procedure must be performed in order to compensate for the supportipg
cable (see Figure 2) transmitted noise and acoustic disturbance. Listed
in Table 2 are the additional tests which should be performed to yield a
meaningful ground-based experiment. There are a number of parameter
identification algorithms which can be utilized, namely, (1) recursive
estimation (ARMA), (2) least-squares frequency domain methods (FFT), and
(3) the Ibrahim time domain method.

242



= VCA (X-Y AXES) I{—
RG (X-Y AXES)

DISTURBANCE
ACTUATORS

v

EXTERNAL
cPU

HPGI42A
MULTIPROGRAMMER

CONDITIONING >
ELECTRONICS

NOTE
COULD ALSO USEA TV
PHOTOGRAMMETRIC
SYSTEM TO MEASURE
POSITION OF GROUND
TARGETS

A

VCA—VOICE COIL ACTUATOR

HPIBIGA
DESKTOP
COMPUTER

RG—RATE GYRO
PZT—PIEZOELECTRIC TENSIONER
SG—STRAIN GAUGE
JSP—JACK-SCREW POSITIONER

Figure 11. Overall Experiment Hardware Concept

243



Table 2. Suggested Test Sequences

OPEN-LOQP PARAMETER IDENTIFICATION
\\ (TEST INPUTS)
OPEN-LOOP PERFORMANCE

(SELECTED RANDOM DISTURBANCE)

CLOSED-LOOP SMALL ANGLE MANUEVERS (PERIODIC
COMMANDED ANGLES)

TRANSIENT RESPONSE (PULSE
EXCITATION)

STEADY-STATE PERFORMANCE
(STATIONARY RANDOM DISTURBANCE)

PERFORMANCE UNDER COMBINATION
OF ABOVE DISTURBANCES

PERFORMANCE

ROBUSTNESS

° VARY TENSION IN CONTROL CORDS

o CHANGE MASS PROPERTIES BY ADDING
OR CHANGING LOCATION OF BALLAST
WEIGHTS
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III. Analytical Results

Preliminary analytical results are shown in Figures 12 and
13. The analysis includes twenty (20) modes of the system. The type of
devices used and their placement on the structure are as follows:

Actuators
Piezoelectric Tensioners - Every Second Gore
(A11 Cords on a Gore)
Jackscrew Positioners - Every Fourth Gore
(Middle and Outer Cords)
Voice Coil Actuators - Two At Tip of Antenna
(X-Y Axes)
Sensors
Strain Gauges - Every Second Gore
(A11 Cords on a Gore)
Inertial Accelerometers* - Two at Tip of Antenna
(X-Y Axes)
SAMS Heasurement System - Receiver at Node 51 in Model
- Reflectors Every Fourth Gore at Tip
and Middle of Gore
Disturbance
2 Disturbance Torques - Applied Independently Along the

X and Y Axes at S/C Bus (1 1b  RMS)

Figure 12 essentially depicts the results obtained by use of
Optimal Projection. The system cost is plotted as a function of the
number of modes compensated. The dashed 1ine at the top of the figure
shows the open-loop cost, and the remaining curves were obtained by
changing the control penalty (lower control penalty results in higher
control authority).

For a control penalty of 106 the curve becomes flat at a point
for compensation of only four modes. Therefore, a dynamic compensator
design whose order is greater than N. = 8 is not necessary, since this
would not gain anything in the system in terms of system cost. Figure
13 shows a plot of the open and closed-loop poles for a control penalty
of 106 and 5 modes compensated. The X's are the open-loops and the
diamonds are the closed-loop poles.

*The inertial accelerometers are being used in lieu of the Rate Gyros.
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IV. Concluding Comments

The design of a ground-based vibration control experiment for a
large space antenna (utilizing the 15-M Hoop/Column Model) has been
outlined. This is a continuing effort and only preliminary results have
been presented. Current activities include generating compensator
designs of varying order for all of the system modes utilizing Optimal
Projection. Sensor and actuator dynamics are included in the overall
structural model with appropriate noise levels for the devices.

After finalization of the ground-based experiment, the next major
step is to utilize the design to devise a flight experiment, which will
be an STS-attached configuration. The deployment sequence for the 15-M
Hoop/Column Antenna is shown in Figure 14.
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Figure 14,

Flight Experiment Deployment Sequence
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A HARDWARE DEMONSTRATION OF DISTRIBUTED
CONTROL FOR A FLEXIBLE OFFSET-FEED ANTENNA

D. B. Schaechter
Lockheed Palo Alto Research Laboratory
Palo Alto, CA 94304

N. C. Nguyen
Lockheed Missiles & Space Company
Sunnyvale, CA 94089

ARSTHRACT

A fully nstrumented hardware madel of & i{laxtible offsehb-feced
antenna has been constructed for laboratory tests. Thres rate
gyras, four angular position laser ssnsors., and a  set of  ten
distributed accelarometers are wsed to reconstruct the antenna

slate. Three control moment gyros are used to simul taneously
oritent the antenna, and o mamntain 2 stable ine of sight. This

papar contains a description of the distributed antenna control
system and exper tmental results,

INTROGULTION

In recent vears., there has been 1ncreasing interest 1n large
gpacs sbtructuwes that require precise attitudes control, poitnting
cantrol, and figure control [13. The advent of the NASA Space
Shutt le has opened the way to launching deployable or erectable
satellitas which are an order of magn tude larger and more complex
than previous satellltes. This capability males poesitble new
applications 1n Earth sensing, communicat:ons, astrophysics, and
detection and ranging of flight vehicoles.

These spacecraft will reqguirs new techniques {or wvibration
control. 1 wiill no longer Bbe sufficient to design a  sbuiff
structure and control 1t as a rigid body. Large antennas and
mrrirores reguire that the damping and stif fness of the sbtructure be
augmented, that the dynamic disturbance 1nputs be minimiced by
careful design, that specifte devices be applised bto matntawrn
surface fi1gure acouracy, and that control forces during slewing be
tarlored to mintmize elastic responses.  This resulbs 1n a growing
neaed for testing of emerging control  technologies on hardware
cimulations of complex space vehicles.

Fecently, several hardware experiments have been assembled.
Theasr experiments tnclude a hanging  flexible  beam  at the Jet
Fropul s:on Laboratory [231, a flexible beam at  NASA Langley
FRegearch Center, a large cantilever beam at  Loclheed, plates at
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TRW and Lockhessd, a two-dimesnsional brusse  stroctbors b Genaral
remamics, o borsdona ’"SFﬂl"i{”Hlium are & fFleible beam oat  Bbtanford
Ui vhvarsity, & beam-like structurs at Hughes, a  three-dimensional
at Lockhesd,  and 't‘ Me  Lockbeed  TOYSAT Lraghure  conbirol
veriment L350 The most ambhitious experisent  constroohsed 't;l‘u.t-as
far taw the hardwses simulation of  the  offset-fesd arrberna
d* soribed in D41, It is  krown as  the  Froof-of-Goncespt (PO
evoperiment, and ds  desigrned  to o ovalddae e anplis ity of
e fjw o i:mt r c}l . I"w?c::r' vt the oconbrol flexible
Trvolving Lo ompars harchear s This papsr will

WA smEl on material dooumesnt i L47.

w

7R

FIG. 1. Hardware Setup for POC Experiment.
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HARDWARE SETLUF

The hardware test bed shown 1n Figs. 1 and 218 a version of
an of fset-—-feed antenna communicatirons vehicle approximately thirty
feet Jong, and weighing alomost &00 lbs. A three—anis air bearing
ts woeed to provide suppoart while allowing uwnrestricted attitude
motion. Frincipal control actuation 1s provided by a cluster of
three control-moment gyros (CMGs), each capable of as much as 100

fl-1bs of torque. Sensing 18 provided by three rate-gyros
colorated with the CMGs, ten distributed accelerometers, and  two
laser attitude sensing devices. The control algorithms are

carried out by a PDP—-1145 digrtal computer augmented with a C&BPI
array processor.

MAIN BOOM

DISH
ANTENNA THREE RATE GYROS
THREE CMGCs

ANTENNA FEED

THREE-AXIS
AIR BEARING

....
..
.
.......
-----
..

.o
LI

/TRANSVERSE

LASER

FIG. 2 Schematic of POC Test Specimen

AMNTERNNAS PODEL

A modal model of the FOC attitude and flexible body dynamics
was derived from a finite element model of the structwe. The FOC
posesses flenible modes 1n addition to the three rigid body
rotation modes. A gensral descripbion of these modes 1o contained
in Table 1. In all of the experiments to date, the controller has
cantatned the three rigid body modes as well as  the five lowest
frequency structuwral bending modes.
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TABLE 1. Modal Characteristics of POC Specimen

Expenimental Results

Percent
Analytical Difference,
Mode Resonant Damping General Resonant Analytcal vs
Number Frequency (Hz) (% Viscous) Description Frequency (Hz)  Experimental
1 150 027 Ist Y bending 167 113
2 158 047 Ist X bending 172 90
3 301 028 2nd X bending 328 89
4 507 018 Torsion 450 112
5 691 021 2nd Y bending 623 99
6 1149 040 Combined X-Y bending 10 09 122
10 72 67
7 13 02 130 X-boom bending and 12 11 70
reflector rotation
8 14 24 058 X-boom bending, reflec- 14 95 50
tor Z bending
9 1533 0 65 Boom and reflector Y 15 44 07
bending
10 16 90 020 Reflector Z bending 16 36 32
11 16 98 032 Y-boom bending and 17 29 19
ES torston
12 17 61 032 Y-boom bending and
ES bending
13 1910 010 Z Reflector bending 19 49 20
14 19 97 073 ES Y bending

ESTIMATION AND CONTROL

Standard optimal estimation and optimal control techniques
were furet wsed to obtain controllers for the POC [4,3)]. Optimal
estimation 15 used to reconstruct estimates of the modal states
from the avarlable sensors on the POC, and the optimal controller
uses the estimated states to alter the open loop dynamics. The
three rate-gyros, the vertical and horizontal components of the
line—-of-asight and transverse lasers., and the ten accelerometers
provide a total of seventeen measurements to the state estimator.

The dual to the state estimation problem 15 the control
problem. The control objective 16 to trade the closed loop
control performance against the amount of control which must be
axerted by the three CHMGs. The iterative control system design
process proceeds as  follows. First, an optimal estimator 1s
tmplemented on the POC. The measure of how well the estimator s
performing 18 the amount of the difference between the actual

aensor outputs and the predicted sensor  outputs. The predicted
sensor outputs are based upon what 1deal sensors would measure 1 f
the estimated state were the true state. A small difference

tndicates that the estimator 1s worbing well.
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The next step 19 bto introduce a weal feedbacl control  system
into the FOL. As greater confidence 1n the correctness of the
closed loop dynamics 1s established, a gradual tightening of the
control loop 1s made. [4] contains detairled results of the open
loop ancd the closed loop tests performed on the POC  without the
use of the accelerometers. and several of the anomalies that were
encountered 1n these studies.

ACCELEROMETER MEASUREMENTS

The purpose of this current work 1s to develop and i1mplement
diatributed estimabion  technigues for structwal  conbrol. A
distributed set of ten accelerometers 15 mounted on  the FOC.
Sinece the bandwidth of the accelerometers (350 Hz) 1s much greater
that the bandwidih of the rate gyros (10 Hz), the 1nclusion of
accelerometer tnformation tn the state estimator will tmprove  the
reconstruction of the high frequency modes of the structure.
Furthermore, since the accelerometers are spatially distribued
across the structure, the numerical conditioning of the problem to
"invert"  the measwements to obtain the state estimates 1s
improved. Again, 1mproved state estimates will result,

The process by which acceleration measurements are  1ncluded
1n the state estimation process 15 discussed below. First, the
destgn begine with a contrinuous taime system 1n state vartable
format:

"
]

Fx + G wC (1)

z = Hl x -+ H2 x + vC

The continuous white noise sources we and Vv, are uncorrelated,
have zero means, and spectral densities Q. and R, respectively.
The measurement vector has now been expanded to include

measurements of the state and measurements of the time derivative
of the state. (1) may be rewritten as:

X

Fx+Gw, (2)

N
1

Hx +HGw_ + v
c c

where H = H, + H

1 2 F. The discrete time equivalent of (2) is given
by:

X401 o) X + de (3)

z = Hzx + H,Gw + v
n n 2 c c
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where the covariance of the process and measurement noises are
given by:

Qy = Q. /T
* T
Ry = (HZGQCG H, + RC) /T

where T 15 the sample time. An examination of (7)) reveals that

the "process" and "measurement” nolses are now  correlated. One
standard approach for handling correlated noise sources 1s to add
"zera" to the firabt equation in (3) 1in a special way to
"uncorrelate" these zources. The result 1s:
= - - i 4
X (o L H) X L z ~+ process noise (4)
z = H x + measurement noise
n n
T 2 T,. T x-1 T T
where Q?i - PQdF - T (bGQd G HZRE HZGQdG d,) (5)
x _ T,T
Rd = HZGQdG H2 + Rd
_ T,T &-1
L = T¢GQdG Hsz

The transformed system in (4) and (5 may now be used for
estimator design.

SIMULATION

Simulation of the behavior of the open loop system was
per formed by evaluating the filter perfarmance with & seventeen
mode evaluation model. This evaluation model consists of the
eltght controlled modes and the other structural modes of the POC.
The state transition equation was augmented with the filter
pauatton to yield the recursive egquation:

Xn+l ¢F 0 *n I1d

A -~ n
X1 K Hy, ¢-K H||%_ 0

with initial conditions x(0)=x(0)=0. d, is the amplitude of the
disturbance force (chirp input) applied to the POC during the
interval zero to four seconds. T4 is the disturbance distribution
vector that represents the orientation and location of the
disturbance force. ¢y and Hy are the transition and measurement
matrices of the evaluation model. Dimensions of x and x are 34 by
1 and 16 by 1, respectively. The corresponding matrices,
accordingly, take on the appropriate dimensions.

The initi1al simulation showed that the frequencies of two of

the modes were slightly different from those observed 1in the real
test. These values were subsequently adjusted by changing the
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corresponding elements of the system matrix Fyp, the continuous
time version of ¢p. Due to uncertainties in the orientation of
the disturbance force, some of the elements of 'y were also scaled
such that modal displacements and velocities obtained from the
simulation agreed with the experimental results.

A comparison of the estimator outputs obtained 1n  the
Laboratory, and the computer simulation outputs 1s shown 1n Fuigs.
3 and 4. Generally spealong, the simulation results agree gquite
well with the test results.  The beat frequency appearing 1n the
.07 Hz. mode 18 a result of plotting every fourth point of
srmulated data,  When all the points are plotted, this feature
d1 sappears. It should also be noted that the disturbance force
wase appliecd to the FPOC and t=1.8 seconds 1n the laboratory,
whereas 1n Lhe simulation, the disturbance was applied at  t=0
sEeconds.,

EXPERMIMENTAL RESULTS

As with previous tests [41 the criterion used to guage the
per formance of the estimator 15 the closeness between the
prredr cted sensor outputs based on the estimated states, and the
truse sensor  outputs. The weights on the acceleraometer error
covarrances 1n  the optimal estimator performance wndex were
selected o the contributton in the state estimator of the rate
gyros and the accelerometers at the frequency of seven Hz were
roughly equivalent, In khis way, rate gyro information would be
used primarily to reconstruct states associrated with modes below
seven Hr, and bthe accelerometers would produce maor ef fects above
seven Hx. The wvalue of seven H: was selected 1n part by
constderation of the ten Hx bandwidth limit of the rate gyros, and
in part by previous tests [41 which resulted 1n poorer than
experted closed loop response of the seven Ho mode.

Fig. % contains the estimates of the full sixteenth order
sbhate vector composed of the modal rates and the corresponding
modal amplitudes when accelerometer 1nformation 18 used. This
sinteen second duration test was initttated by the aintroduction  of
a fowr second chirp exnternal disturbance that was applied at =0
to excite the structure. The set of fow laser measurements,
thiree rate qgyros, and ten accelerometers were sampled and the
shate vector wes updated at stixty-fow Hz. Since the contribution
ot the accelerometer measurements begins at seven T the time
histortes provide only a visual comparison that  the statke
gestymates are roughly the same as they were when no accel erometers
wer e used, The true test of the per formance af the eetimator 1s
contarned 1n Figs. &-10 where the estimated and actual sensor
coutpus are comparesd. The compariesons of the time histories of the
lasers and gyros, and of the frequency transforms of the
accaeleroneters 1tndicate that the filter 1e performing well.
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CONCLUSIONS

The second testing phase of structural control algorithms  on
the POC test specimen has been successfully completed. Discrete
time state estimators with accelerometer measurements have been
derived., Whith & distributed set of sensors, the state vector
assoct ated with an eight mode model of the FOU can be estimated
accurately 1n real time., Digital simulation of this process has
produced results that agree quite well with the experimental
resul tae, The estimator design step serves as the first stage in
the two stage controller design process. The next step 15 to
close the conbrol loop around the POC with the estimated state
vector., This second stage will employ distributed actuation 1n
the form of pivoted proof-mass (FPM) actuators tn conyuncbion with
the distributed estimation.
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CONTROL OF FLEXIBLE STRUCTURES

R. A. Russell
NASA Headquarters
Washington, DC 20546

RECOGNITION OF THE NEED

The requirements +Ffor future space amissions indicate that many of these
spacecraft will be large, flexible, and in sose applications, require precision
geosetries. A technology program that addresses the issues associated with the
structure/control interactions for these classes of spacecraft is required. The
Ad Hoc Subcommittee on Controls/Structures Interaction of the Space Systems
Technology Advaisory Committee (SSTAC) recomsended that NASA take an aggressive
lead 1n defining and developing this technology to a state of flight readiness.
Thas plan 1s the proposed NASA/OAST (OFffice of Aeronautics and Space Technology)
response to that recommendation. A special thanks goes to Drs. J.F. Garibotta
and K. Soosaar of the SSTAC Mater:ials and Structures Subcommittee for their
review and support during the development of this plan.

CONTROL OF FLEXIBLE STRUCTURES

RECOGNITION OF THE NEED

FEBRUARY 15, 1983
MILITARY SPACE SYSTEMS TECHNOLOGY MODEL

CONCEPTS:

“IN ONE-HALF OF THE TOP TEN PRIORITY (MMSTM MISSIONS) —
STRUCTURES/CONTROLS INTERACTION REQUIRES ENABLING
TECHNOLOGIES”

CONTROLS:

“AN ON-ORBIT PROOF-OF-CONCEPT DEMONSTRATION/FLIGHT EXPERIMENT
IS PROBABLY THE MOST IMPORTANT PROGRAM NEEDED IN LARGE SPACE
STRUCTURES CONTROL TECHNOLOGY DEVELOPMENT"

JUNE 9, 1883
SSTAC AD HOC SUBCOMMITTEE O? cts:gNTBOLSISTBUCTURE INTERACTION

“FLIGHT-READINESS FOR THIS TECHNOLOGY (CSI) WILL REQUIRE A
COORDINATED OVERALL DEVELOPMENT PROGRAM INCLUDING ANALYSIS
AND DESIGN, GROUND TESTING., AND ON-ORBIT TESTING"

JUNE 30, 1883
ASEB WORKSHOP ON NASA'S SPACE RESEARCH AND TECHNOLOGY
PROGRAM

“THE TESTING OF CONTROL SYSTEMS FOR LARGE, FLEXIBLE STRUCTURES
WILL REQUIRE EMPHASIS IN THE COMING YEARS. BOTH GROUND AND
TESTING IN-SPACE ARE NEEDED TO VERIFY THEORY AND ESTABLISH
PERFORMANCE LIMITS"

w NASA HQ RTS4 1268(1)
32784
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OBJECTIVE

The control of flexible structures technology program will address analysis and
design, ground testing, isplesentation (sensors, actuators, processors, etc.)
and on-orbit testing to achieve a valid flight ready technology. The products
of this program w:ll be validated tools and approaches so that a practical
1aplementation of this technology can be achieved.
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CONTROL OF FLEXIBLE STRUCTURES

OBJECTIVE

e DEFINE A CONTROL OF FLEXIBLE STRUCTURES
TECHNOLOGY PLAN THAT INCLUDES:

— ANALYTICAL DEVELOPMENT
— GROUND TESTING

— IMPLEMENTATION (SENSORS, ACTUATORS,
PROCESSORS, ETC.)

— ON-ORBIT TESTING

W\ NASA HO RTB4 348B(t)
Q48T 1883
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DEFINITION

1Y

One of the more maignificant design problems for all spacecraft is the need to
stabilize the vehicle and to point it, or its sensors, with sose prescribed
accuracy. This is accomplished by a system of sensors, actuators, and
associated electronics which combine to constitute the spacecraft control
system. If the spacecraft can be treated as a rigid body, structural modes
outside the bandwidth of the actuator, the design problem is greatly simplified.
In the case of large flexible vehicles, where the bandwidth of the actuator asay
include many flexible wmodes, the assusption of rigidity 1s not valid. In
addition to attitude and pointing contrgQl, flexible spacecraft will require
several orders of magnitude of vibration suppression beyond what can be ocbtained
through natural damping or viscoelastic techniques. It 138 clear that the
technologies represented by flexible spacecraft are many times sore complex than
1n previous generations of rigid spacecraft.

CONTROL OF FLEXIBLE STRUCTURES

DEFINITION

THE ACTIVE SUPPRESSION OF FLEXIBLE BODY
RESPONSES AS DISTINCT FROM PRESENT
PRACTICE OF CONTROL OF RIGID BODY MOTIONS
AND AVOIDANCE OF FLEXIBLE STRUCTURE AND
CONTROL INTERACTION

‘\UNEE’\ c)4STau5Au3:E?msnb
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Thas chart 1llustrates the relative importance of the controller
bandwidth used i1n today’s spacecraft versus the structural/controls interaction
that wi1ll exist in controlling future large flexible spacecraft.

CONTROL OF FLEXIBLE STRUCTURES

TODAY'S SPACECRAFT
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PRDGRAM GOAL

The goal of the NASA control of flexible structures technology program i1s to
generate a technology data base that will provide the designer with options and
approaches to achieve spacecraft perforsance such as msaintaining geometry
and/or suppressing undesired spacecraft dynamics. This technology program w:ill
define the appropriate combination of analysis, ground testing, and flight
testing required to validate the structural/controls analysis and design tools.
This program will provide the designer with the necessary validated tools and
approaches so that practical implementation of this technology can be achieved.
This plan does not anclude a definmition of all the supporting on—going
technologies (1.e., structural concepts, structural damping,  joint behavior,
etc); however, they will be an important part of the successful development of
the necessary tools for the control of flexible structures.

CONTROL OF FLEXIBLE STRUCTURES

PROGRAM GOAL

GENERATE A TECHNOLOGY DATA BASE THAT WILL PROVIDE “OPTION/
APPROACHES” TO ACHIEVE PERFORMANCE GOALS SUCH AS ACCURATE

CONFIGURATION OR DESIRED DYNAMIC BEHAVIOR. THESE “OPTIONS/
APPROACHES’ WILL INCLUDE:

® STRUCTURAL ANALYSES AND DESIGN TOOLS
- ACCURATE ANALYTICAL MODELING
- IMPROVED DAMPING AND NON-LINEARITY REPRESENTATION
- ANALYTICAL MODEL SIZE REDUCTION

® CONTROLS ANALYSES AND DESIGN TOOLS
- ADVANCED ALGORITHMS
- HARDWARE MODELING/EFFECTS

- IMPLEMENTATION APPROACHES (SENSOR/ACTUATOR
LOCATIONS & NUMBERS)

® STRUCTURAL/CONTROL ANALYSES AND DESIGN TOOLS
- INTERACTIVE/INTEGRATED ANALYSES
- SYSTEM IDENTIFICATION METHODS
- CLOSED LOOP SYSTEM MODELING/MODEL SIZE REDUCTION
- HIERARCHIAL LEVELS OF PASSIVE/ACTIVE CONTROL
- VALID GROUND TESTS METHODS FOR DESIGN VERIFICATION
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TECHNOLOGY THRUSTS

The major technical thrusts that have been defined for this program are shown.
Thais past decade has witnessed a large asount of theoretical work i1n the area of
control of large flexible space structures. This work was motivated by a
recognition that large minisum weight space structures will be requiared for sany
future missions. The tools necessary to support such designs i1ncludes; i1mproved
structural analysis,; sodern control theory, advanced modeling techniques, system
identification, and the integration of structures and controls. Practical
implementation of these designs has, to date, been impeded by the need for
space—qualified hardware 1n the area of sensors, actuators, and dig:it:ial
processors. In addition, confidence in the integrity of these new design
techniques has not been supported by ground and on-orbit testing. The major
focus of this plan 1s directed towards ground and flight test validation.

CONTROL OF FLEXIBLE STRUCTURES

TECHNOLOGY THRUSTS

e ANALYTIC MODELING AND MODEL REDUCTION
e SYSTEM IDENTIFICATION

e INTEGRATED STRUCTURE/CONTROL
DESIGN METHODOLOGY

e SENSOR AND ACTUATOR DEVELOPMENT
e GROUND TESTING
e ON-ORBIT TESTING

w NASA HQ RTS4-341(1)
NNASA i
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ANALYTIC MODEL ING AND MODEL REDUCTION

The si1ze of future large space systems dictates that sult-input, mult:i-output
distributed control systems be given serious attention. Coaplicating the design
and analysis of such a system 15 the fact that the infinite degree-of-freedom
structure 1s replaced by a finite element model which is used to generate modal
data. The resulting =quations of motion, which may contain hundreds of w=modes,
become extremely large and tiee consuming to solve. Model reduction
is required to reduce the size of the control design problem while retaining
the basic characteristics of the dynamic system. This process 18 extremely
critical since the modes that can be eliminated are not always obvious to
the designer. It 15 not unusual for an i1nstability to be missed entirely by
analytical methods but to be present in flaight.

The quality of the structural model requires close attention. Many higher
frequency modes, that 1lie within the bandwidth of the actuator, need to be
determined with the proper faidelty. Complicating the problem 1s that wmany
control system design approaches require that the damping properties be known
with some precision. Since joints are one of the primary sources of
structural damping, 1mprovements i1n the characterization of the joints will be
required.

Separate mathematical models of varying levels of complexity will be required
for design purposes. Low order sodels will be required for quick turnaround to
establish, for example, the effect of structural changes or actuator placement
on control design. The size of the mathematical model will play a sigm ficant
role 1n the number of design i1terations that can be accomplished.

CONTROL OF FLEXIBLE STRUCTURES

WBS SUBSET TASKS

ANALYTIC MODELING AND MODEL REDUCTION

A. JOINT DOMINATED/MULTI-CONNECTED STRUCTURE
e LARGE PROBLEMS METHOD EVALUATION

B. LARGE AMPLITUDE, TIME VARYING STRUCTURES
e SIMPLIFIED NONLINEAR METHODS OF CHARACTIZATION
e EVALUATE ARTICULATED LARGE AMPLITUDE STRUCTURAL MOTION
¢ DEPLOYMENT DYNAMICS

C. OPEN AND CLOSED LOOP MODEL REDUCTION
e EVALUATE REDUCED-ORDER DYNAMIC MODELING TECHNIQUES
e CLOSED-LOOP TRUNCATION METHODS ’
¢ OPTIMIZED TRUNCATION

D. CONTROL DRIVEN STRUCTURAL MODELING
o CONTROL-DRIVEN FINITE ELEMENT MODELING

n I